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Data were analysed by means of linear mixed-effect models.  Target responses were excluded if they were 2.5 standard deviations above/below each participant’s mean for the eight conditions. In the reaction time analyses only correct trials were included. Reaction times were log-transformed (as recommended in Baayen, 2008). We were interested in the main effects of frequency (low/high), task type (lexical/semantic), and polysemy (few/many senses), as well as their interactions. These were all included by default. Eight additional (“covariate”) variables were included to exclude alternative explanations and increase statistical power (by reducing noise): the six matched word properties (bigram frequency, number of neighbours, familiarity, concreteness, word length, and number of syllables) and two additional variables for which information was not available when the stimulus set was being constructed (age of acquisition and semantic diversity). However, these additional variables were only included if they significantly improved a model’s fit (see below). The word properties (being continuous variables) were centred to reduce collinearity within the model (Jaeger, 2010).
Random intercepts were added for participants and items. In addition, it was checked whether a model’s fit was significantly improved by including random slopes: over-item slopes (for task type) and over-subject slopes (for polysemy, frequency, and their interaction). Models were fitted by means of the forward “best-path” approach (as in e.g. Baayen, 2008; Cunnings, 2012), in which random slopes are added or subtracted on the basis of ANOVAs between models. As can be seen in the main text, contributions of random slopes were significant in all current models, so they were included.
We checked for any potential confounding effects of the matched and unmatched word properties by including them as additional variables in a second model. Inclusion of these covariate variables was determined by first including all eight of them in an initial model. They were only included in the final model if they significantly contributed to variance. Since covariates were only added to the second analysis to ensure that they did not influence findings, their effects will not be extensively discussed in the main text. However, it will be reported which ones were included and whether their inclusion affected results.
Currently there is no agreement about the optimal way to estimate significance for effects obtained with the function lmer(), so as suggested by Cunnings (2012) we decided to use a formula from Baayen (2008, p248):
p = 2 * (1 - pt(abs(X), Y-Z)).
In this formula, X is the t-value, Y is the number of observations, and Z is the number of fixed effect parameters including the intercept (so Z comes down to the total number of fixed effects plus 1). Binomial data such as accuracy scores can be analysed with the function glmer(), which in contrast to the function lmer() does provide significance levels. Therefore, no additional calculations were needed for accuracy data.
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