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Abstract

Bacterial Leaf Blight (BLB) usually attacks rice in the flowering stage and can cause yield

losses of up to 50% in severely infected fields. The resulting yield losses severely impact

farmers, necessitating compensation from the regulatory authorities. This study intro-

duces a new pipeline specifically designed for detecting BLB in rice fields using unmanned

aerial vehicle (UAV) imagery. Employing the U-Net architecture with a ResNet-101 back-

bone, we explore three band combinations—multispectral, multispectral+NDVI, and multi-

spectral+NDRE—to achieve superior segmentation accuracy. Due to the lack of suitable

UAV-based datasets for rice disease, we generate our own dataset through disease inoc-

ulation techniques in experimental paddy fields. The dataset is increased using data aug-

mentation and patch extraction methods to improve training robustness. Our findings

demonstrate that the U-Net model incorporating ResNet-101 backbone trained with multi-

spectral+NDVI data significantly outperforms other band combinations, achieving high

accuracy metrics, including mean Intersection over Union (mIoU) of up to 97.20%, mean

accuracy of up to 99.42%, mean F1-score of up to 98.56%, mean Precision of 97.97%,

and mean Recall of 99.16%. Additionally, this approach efficiently segments healthy rice

from other classes, minimizing misclassification and improving disease severity assess-

ment. Therefore, the experiment concludes that the accurate mapping of the disease

extent and severity level in the field is reliable to accurately allocating the compensation.

The developed methodology has the potential for broader application in diagnosing other

rice diseases, such as Blast, Bacterial Panicle Blight, and Sheath Blight, and could signifi-

cantly enhance agricultural management through accurate damage mapping and yield

loss estimation.
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Introduction

Thailand plays a critical role in the global rice market, consistently ranking among the top ten

producers and exporters from 2018 to 2023 [1]. Nevertheless, Thailand faces significant chal-

lenges, ranking in the highest quartile of countries vulnerable to hazards such as droughts,

floods, and epidemics [2]. Among these, one of the most concerning is epidemics, particularly

crop diseases. Bacterial Leaf Blight (BLB) is among three major severe rice diseases [3] caused

by the bacterium Xanthomonas oryzae pv. oryzae (Xoo), which spreads through several vectors,

including wind-driven precipitation, irrigation water, and direct contact between plants [4].

The symptoms appear as long lesions on the leaf edges, which can extend to cover the entire leaf

area, leading to tissue death [5]. BLB usually attacks rice in the flowering stage and can cause

yield losses of up to 50% in severely infected fields [6, 7]. The resulting yield losses severely

impact farmers, necessitating compensation from the regulatory authorities. Accurate detection

of BLB is crucial to ensure that compensation to farmers is properly allocated based on the pre-

cise extent of the disease in each field. Therefore, this study aims to develop an automated detec-

tion system for BLB in a rice field using aerial imagery and deep learning (DL) frameworks.

The advancement of remote sensing technology has enabled the use of unmanned aerial

vehicles (UAVs) in smart farming and precision agriculture. UAV offers flexible flight adjust-

ments, very-high spatial resolution, and prompt data acquisition without the need for revisits

like those required in satellite systems [8]. These capabilities make UAVs particularly valuable

for tasks such as monitoring growth status [9], assessing crop biomass [10], and predicting

yields [11]. UAVs can also be equipped with various sensors, showcasing advanced approaches

in crop monitoring, especially for optimizing disease detection [12–14]. For example, Albetis

et al. [15] utilized UAVs with multispectral sensors for crop disease analysis, demonstrating

their effectiveness in detecting plant diseases and pests. Research by Zhang et al. [16] further

supported the efficiency of multispectral sensors in identifying various plant health issues.

Additionally, Mirandilla et al. [17] discovered that sensors operating in specific spectral bands,

such as red, red-edge, and near-infrared, are capable of detecting and assessing the severity of

major rice diseases, including BLB, blast, and tungro.

Vegetation Index (VI) techniques are instrumental in analyzing vegetation’s physiological

status, enabling precise assessments of crop health, growth, and stress [18, 19]. Among these,

the Normalized Difference Vegetation Index (NDVI) [20] and the Normalized Difference Red

Edge Index (NDRE) [21] are well-known VIs commonly used in remote sensing vegetation

analysis. In recent years, these indices have been applied to rice disease image recognition due

to their simplicity, effectiveness, and strong correlation with disease severity. For instance,

Zhang et al. [22] found that image-based NDVI measurements correlate well with the severity

of sheath blight disease. Similarly, Ainunnisa and Haerani [23] demonstrated that NDRE is

effective in identifying rice diseases and pests, such as rice blasts, due to its ability to detect

chlorophyll levels in rice plants. In practical applications, VIs provide a more comprehensive

evaluation than relying solely on the raw spectral system for detecting crop pests and diseases

[24].

In recent years, DL-based Convolutional Neural Networks (CNNs) have been widely used

in remote sensing imagery to extract various spatial features. CNNs require less feature engi-

neering than traditional methods, which are often more complex and heavily dependent on

the user’s expertise. Additionally, traditional methods frequently require manual adjustments

when the dataset changes, highlighting their lack of adaptability compared to more automated

approaches like CNNs. As a result, employing CNNs can simplify complex processes and

enhance performance outcomes [25]. The layers within CNNs can be configured in various

architectures, each optimized for specific tasks.
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U-Net is a pixel-based semantic segmentation architecture that involves classifying each

pixel of an image into distinct categories based on their coherence or contrast with other

regions. U-Net fundamentally comprises two main parts: (i) the contracting path (encoder),

responsible for feature extraction, and (ii) the expansive path (decoder), which synthesizes pre-

dictions [26]. These two network segments are arranged in a U-shaped configuration, symbol-

izing the architecture’s name. The encoder part of U-Net is highly customizable and can be

configured with different backbone architectures to enhance performance on various tasks.

For crop disease feature extraction, Zhang et al. [27] employed a U-Net baseline model for the

semantic segmentation of wheat yellow rust disease in UAV multispectral images. Their find-

ings indicated that the U-Net model was effective in detecting and classifying the severity of

wheat yellow rust at field scales, achieving an overall accuracy of 96.93%. Similarly, Oliveira

et al. [28] compared two state-of-the-art semantic segmentation architectures, PSPNet and

U-Net, for detecting nematode disease in coffee crops in Brazil. Their study found that U-Net

provided superior performance, with a 73% accuracy based on the F-measure metric. Su et al.

[29] further applied a U-Net architecture in an automated rust disease monitoring framework

using multispectral UAV images, achieving a high accuracy of 94.8% in detecting and classify-

ing rust severity levels in wheat. Recent studies collectively demonstrate the efficacy of U-Net

in crop disease detection, particularly in its ability to accurately segment disease-affected areas.

However, the baseline U-Net architecture exhibits certain limitations when applied to more

complex and high-resolution remote sensing data. Specifically, U-Net may struggle with cap-

turing fine-grained details and distinguishing between subtle variations in vegetation, which

are critical for precise BLB detection. The relatively shallow nature of its encoder limits the

model’s capacity to extract hierarchical and abstract features, especially in scenarios where

BLB manifestations are nuanced or vary significantly across different rice fields or environ-

mental conditions [30].

Recent research has increasingly turned to enhanced U-Net variants that incorporate

deeper and more powerful backbones, such as Residual Neural Network (ResNet) [31, 32] to

address the limitations of the baseline U-Net architecture. ResNet is a popular choice for cus-

tomizing the U-Net encoder, introduced by He et al. [33]. This architecture leverages residual

blocks with skip connections, effectively mitigating the issue of vanishing gradients during

deep network training. These skip connections are strategically implemented at intervals of

two or three layers, each configured with ReLU activation and batch normalization layers.

Typically, ResNet begins with a single 7x7 convolution kernel, followed by max pooling with a

3x3 kernel and a stride of 2, and concludes with average pooling. The framework is adaptable

and is offered in several variants such as ResNet-18, ResNet-34, and ResNet-101, differentiated

by the number of residual blocks. When configured as the backbone of U-Net, ResNet

enhances the model’s ability to extract and refine features, leading to improved segmentation

performance in complex tasks. The use of a ResNet-101 backbone within the U-Net frame-

work allows for more robust feature extraction by leveraging the residual connections and

depth of ResNet. This not only improves the model’s ability to capture complex patterns and

multi-scale features but also enhances its overall segmentation accuracy [34].

Despite the advancements in UAV and DL-based approaches for various crop diseases,

there is a notable absence of research focusing on UAV and DL applications for BLB disease

detection. Specifically, there are no existing studies that implement automated UAV and DL

pipelines for detecting BLB, particularly in regions like Thailand. Moreover, while vegetation

indices (VIs) such as NDVI and NDRE have been widely used in crop health monitoring, their

integration into UAV-based DL frameworks for BLB detection remains unexplored. This lack

of research presents a significant gap in the current literature, highlighting the need for dedi-

cated studies to explore the potential of UAV, VIs and DL approaches in BLB detection and
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management. Therefore, our study implements UAV and DL approaches on a multispectral

dataset combined with VIs to address this gap and enhance BLB detection capabilities.

The main contributions of this study are as follows:

1. We implement a U-Net architecture with a ResNet-101 backbone in UAV-based multispec-

tral imagery for BLB detection. The multispectral imagery in our study include RGB bands

along with red edge (RE) and near-infrared (NIR) bands.

2. We evaluate the performance of the multispectral image and two other combinations: mul-

tispectral + NDVI, and multispectral + NDRE, to determine which setup yields the best

results.

3. This study offers an efficient strategy using knowledge-based systems for agricultural man-

agement and loss assessment systems.

Materials and methods

Overview

Fig 1 illustrates the research plan of our experiment. Initially, UAV-captured images of the

paddy field are stitched together to create an orthomosaic. In parallel, vegetation indices (VIs)

such as NDVI and NDRE are computed, and the resulting data are stacked to build different

dataset combinations. These datasets, along with their corresponding labels, are divided into

patches (available at https://doi.org/10.6084/m9.figshare.26955862.v1), which are subsequently

split into training, validation, and test sets. Data augmentation is applied to the training set to

enhance the robustness of the model. The three sets are then used to train a U-Net model with

a ResNet-101 backbone across different band combinations. The model is first trained and val-

idated, and the best-performing model weights are selected for final testing. The results from

the proposed models are evaluated and compared to determine the most effective approach for

classifying the severity levels of BLB-infected rice fields.

Study areas

The experiment is conducted in two study areas, illustrated in Fig 2. Firstly, the Pathum Thani

Rice Research Center is referred to as study area A (14.0169˚ N, 100.7295˚ E). Secondly, the Thai-

land Rice Science Institute is designated as study area B (14.4763˚ N, 100.0893˚ E). Both study

areas are located in the central region of Thailand, where rice cultivation is the predominant agri-

cultural activity, accounting for more than 50% of the region’s annual economic crop production.

In study area A, the rice plants are organized into 234 subplots distributed across three

baselines. Each subplot measures 0.5 × 2.25 m (1.15 m2). This area is specifically designated for

collecting data on rice affected by BLB. Additionally, we implement a disease inoculation

method based on clipping. This technique involves dipping scissor tips into Xoo and cutting

the leaf tips during the booting growth stage. Meanwhile, the paddy rice field in study area B

consists of 36 subplots, each measuring 6 × 7.5 m (45 m2). This area is used to collect data on

healthy rice. The layouts for both study areas are illustrated in Fig 3. All other management

procedures adhere to the protocols established by the Rice Department of Thailand.

UAV imagery and ground-truth data collection

In this study, the raw dataset for both healthy and diseased paddy fields is collected using the

DJI Phantom 4 (P4) multispectral drone, manufactured by Shenzhen DJI Sciences and
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Fig 1. Workflow of field-scale detection of BLB in Rice based on UAV multispectral imaging and DL frameworks.

https://doi.org/10.1371/journal.pone.0314535.g001

PLOS ONE Rice disease detection using DL techniques and UAV imagery

PLOS ONE | https://doi.org/10.1371/journal.pone.0314535 January 17, 2025 5 / 19

https://doi.org/10.1371/journal.pone.0314535.g001
https://doi.org/10.1371/journal.pone.0314535


Technologies Ltd. This quadrotor UAV is equipped with six 1/2.9-inch CMOS sensors cover-

ing specific spectral bands: blue (450 ± 16 nm), green (560 ± 16 nm), red (650 ± 16 nm), red-

edge (730 ± 16 nm), near-infrared (840 ± 26 nm), and visible light (RGB). A height of 20

meters, widely used in DL methods for UAV-based crop disease detection [35], is set for image

capture. The flight parameters are detailed in Table 1. Five ground control points (GCPs) are

established with Real-time Kinematic (RTK) for geo-referencing, using the World Geodetic

System (WGS) 1984 datum and Universal Transverse Mercator (UTM) Zone 47 North projec-

tion. Furthermore, the surveying photos during our experiment are shown in Fig 4.

Ground-truth measurements, particularly disease scoring based on the IRRI Standard Eval-

uation System for rice [5], are applied by rice disease experts to estimate the extent of damage

and severity of BLB disease. This assessment is conducted 21 days after disease inoculation,

using a scale of 1, 3, 5, 7, and 9, each corresponding to percentages ranging from 1% to 100%,

as shown in Table 2.

Fig 2. Mapping of the study areas. (a) Pathum Thani Rice Research Center, and (b) Thailand Rice Science Institute.

https://doi.org/10.1371/journal.pone.0314535.g002
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Orthomosaic generation

The related scene images from each raw dataset, are used to create image models, including

geo-referencing, dense cloud, mesh, and digital elevation models (DEM), using Pix4Dcapture

version 2.0.18 software. Pix4Dcapture facilitates the stitching of individual images into a com-

prehensive orthomosaic using these models. The orthomosaic images, comprising blue, green,

Fig 3. Example layout of experimental subplots in the paddy field. (a) Study area A, and (b) Study area B.

https://doi.org/10.1371/journal.pone.0314535.g003
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red, red-edge, and NIR bands, are resized within the focused area boundaries and normalized

to a range of 0-1 using the min-max scaling method to support model training. These outputs

are then utilized for further analysis and information extraction in subsequent processing

steps.

Vegetation indices imaging

In our experiment, we compute two vegetation indices—the NDVI and the NDRE—to

enhance the performance of BLB disease extraction. NDVI indicates the presence and density

of healthy green vegetation. NDRE, on the other hand, is particularly sensitive to chlorophyll

concentration and is more suited for identifying plant stress earlier. Both indices have been

widely used in agricultural monitoring to assess crop health and detect early signs of disease

Table 1. Flight parameters for UAV data collection.

Parameter Value

Camera Model P4 Multispectral Camera

Shooting Angle Course Aligned

Capture Mode Hover Capture at Point

Flight Course Mode Inside Mode

Time of Flights 11:00 a.m. (clear sky)

Speed 15 m/s

Height 20 meters

Resolution 1.1 cm/px

Front Overlap Ratio 70%

Side Overlap Ratio 70%

Course Angle 110˚

https://doi.org/10.1371/journal.pone.0314535.t001

Fig 4. Field surveying photos in our experiment. (a) Disease Inoculation, (b) DJI P4 Multispectral, (c) Study area A,

and (d) Study area B.

https://doi.org/10.1371/journal.pone.0314535.g004
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[23, 36]. NDVI and NDRE can be expressed as follows:

NDVI ¼
NIR � R

NIRþ R
ð1Þ

NDRE ¼
NIR � RE

NIRþ RE
ð2Þ

where NIR, R, and RE represent near-infrared, red, and red-edge bands, respectively.

Data stacking and labeling

After VIs computing, we investigate three combinations of image band stacking: multispectral

(D1), multispectral with NDVI (D2), and multispectral with NDRE (D3). Regarding the classi-

fication, we propose four label classes: healthy rice, low-severity BLB (subplot affected 1–50%),

high-severity BLB (subplot affected more than 50%), and other non-rice categories such as

soil, weeds, and water, as illustrated in Fig 5.

Table 2. BLB disease scoring for ground truth data collection.

Score Extent of leaf area affected by BLB

1 BLB affecting 1% to 5% of the leaf area

3 BLB affecting 6% to 12% of the leaf area

5 BLB affecting 13% to 25% of the leaf area

7 BLB affecting 26% to 50% of the leaf area

9 BLB affecting more than 50% of the leaf area

https://doi.org/10.1371/journal.pone.0314535.t002

Fig 5. Sample image and corresponding label used for training the proposed models.

https://doi.org/10.1371/journal.pone.0314535.g005

PLOS ONE Rice disease detection using DL techniques and UAV imagery

PLOS ONE | https://doi.org/10.1371/journal.pone.0314535 January 17, 2025 9 / 19

https://doi.org/10.1371/journal.pone.0314535.t002
https://doi.org/10.1371/journal.pone.0314535.g005
https://doi.org/10.1371/journal.pone.0314535


Patch processing

Each image dataset, along with its corresponding labels, is divided into patches of 256 × 256

pixels using an integrated overlap function of 128 × 128 pixels, strategically employed to signif-

icantly increase the dataset size, which is crucial for effective model training. Zero-padding is

applied to ensure the dimensions are divisible as required. After extracting the patches, the

dataset is separated into training, validation, and testing sets with a ratio of 70:15:15, typically

comprising 1,299 images for training, 277 for validation, and 281 for testing. An augmentation

technique with a 75% probability is applied exclusively to the training dataset to ensure robust-

ness in model training.

Model training based-on U-Net with ResNet-101

In this study, we develop an automated model for detecting BLB in UAV imagery by employ-

ing U-Net with ResNet-101. ResNet-101, pre-trained with ImageNet weights, serves as the

backbone to enhance the feature extraction capabilities of the model. A 7 × 7 multispectral

convolution layer is implemented at the forefront of the architecture to effectively handle the

multi-band dataset. This initial layer is crucial for capturing both spatial and spectral details

necessary for accurate disease detection. The framework of the proposed models is illustrated

in Fig 6.

Cross-entropy loss is applied to optimize the models for the proposed datasets (D1-D3).

Cross-entropy loss is commonly used in DL for classification tasks and has proven effective in

pixel-wise classification for semantic segmentation. It is particularly useful for multi-class

problems, as it minimizes the difference between predicted and actual class probabilities, mak-

ing it suitable for the relatively balanced portions of our dataset [37]. The Adam optimizer,

with a learning rate of 0.001, is used to train the models. Additional training parameters are

configured as detailed in Table 3. The following parameters are used to optimize each model

Fig 6. Framework of the proposed U-NET with ResNet-101 backbone.

https://doi.org/10.1371/journal.pone.0314535.g006
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to its best weights based on the highest Intersection over Union (IoU) values obtained during

validation.

The training is conducted on a system equipped with an Intel Xeon E5-2696 v2 CPU @ 2.50

GHz, an NVIDIA GeForce GTX 1080 Ti GPU, 64 GB of RAM, running Windows 10 Pro, and

using PyTorch version 2.0.0.

Model evaluation and performance analysis

We evaluate and compare the performance of our proposed models based on different band

combinations employing several key accuracy metrics, including Intersection over Union

(IoU), Accuracy, and F1-score. The equations for these metrics are provided below:

IoU ¼
TP

TP þ FP þ FN
ð3Þ

Accuracy ¼
TP þ TN

TP þ TN þ FP þ FN
ð4Þ

F1-score ¼ 2�
Precision � Recall

Precision þ Recall
ð5Þ

where

Precision ¼
TP

TP þ FP
and Recall ¼

TP

TP þ FN
ð6Þ

True positive (TP) occurs when both the actual and predicted classes are positive, while

true negative (TN) occurs when both the actual and predicted classes are negative. False posi-

tive (FP) occurs when the actual class is negative but the predicted class is positive. Similarly,

false negative (FN) occurs when the actual class is positive, but the predicted class is negative.

Results and discussion

Results

Statistical results and visualization of the proposed method. U-Net models, each

equipped with a ResNet-101 backbone, are trained using the same training parameters listed

in Table 3. These models are then evaluated to determine the best-performing model based on

the highest Intersection over Union (IoU) score achieved during validation. This evaluation

Table 3. Training parameters for model training.

Parameter Value

Class 4

Encoder ResNet-101

Encoder weight ImageNet

Activation function Sigmoid

Batch size 16

Input patch size 256 × 256

Epoch 500

Optimizer Adam

Learning rate 0.001

Loss function Cross-entropy

https://doi.org/10.1371/journal.pone.0314535.t003
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process results in three proposed models. Specifically, models M1 to M3 represent U-Net con-

figurations with ResNet-101, utilizing different combinations of input datasets: multispectral

(D1), multispectral with NDVI (D2), and multispectral with NDRE (D3), respectively. The

training for each of the models (M1, M2 and M3) take an average of 9.27 hours.

Fig 7 presents the performance curves for U-Net models with ResNet-101 using different

input datasets: D1 (M1), D2 (M2), and D3 (M3) over training and validation epochs. Initially,

the IoU scores for the training sets of M1, M2, and M3 are 67.63%, 76.51%, and 70.74%,

respectively, while the IoU scores for the validation sets are 83.11%, 83.01%, and 84.21%,

respectively. When the models achieved their best IoU performance, the IoU scores for the

training sets of M1, M2, and M3 are 98.22%, 98.58%, and 98.29%, respectively, and the IoU

scores for the validation sets reach 97.14%, 97.40%, and 97.13%, respectively. These results

demonstrate that M2 achieves the highest IoU score during both training and validation, out-

performing the other proposed models.

After achieving their best weights, our proposed models are subsequently evaluated on

unseen test sets, with the results presented in Table 4. These experiments demonstrate high

performance in detecting BLB in UAV images, achieving mean IoU (mIoU) scores ranging

from 96% to 99%, mean F1-score (mF1) from 98% to 99%, and mean accuracy (mAccuracy)

from 99% to 100%. Additionally, the models exhibit strong precision and recall, with mean

Precision (mPrecision) ranging from 97% to 98% and mean Recall (mRecall) from 99% to

Fig 7. Performance curves metrics over epochs for proposed models.

https://doi.org/10.1371/journal.pone.0314535.g007
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100%. The average inference time across all three models is 1.21 seconds per iteration (s/it) for

each image.

M2 outperforms the other proposed models across all accuracy metrics, achieving 97.20%

mIoU, 99.39% mAccuracy, an mF1 of 98.56%, an mPrecision of 97.97%, and an mRecall of

99.16%, with an inference time of 1.04 seconds per iteration (s/it). Meanwhile, M3 has the

slowest inference time at 1.51 s/it. However, the least effective model, M3, still performs com-

mendably, achieving 96.98% mIoU, 99.37% mAccuracy, an mF1 of 98.44%, an mPrecision of

97.98%, and an mRecall of 99.11%. In addition, M1 closely matches the results of M3, with

96.98% mIoU, 99.37% mAccuracy, an mF1 of 98.44%, an mPrecision of 97.81%, and an mRe-

call of 99.17%.

Fig 8 illustrates the visual classification results of the three proposed models when apply to

example test sets, display alongside true-color composites (RGB) and ground-truth labels for

Table 4. Performance of U-Net with ResNet-101 backbone using different combinations of input datasets. Note that multispectral, multispectral with NDVI, and mul-

tispectral with NDRE, models referred to as M1, M2, M3, respectively.

Model mIoU (%) mAccuracy (%) mF1 (%) mPrecision (%) mRecall (%) Inference Time (s/it)

M1 97.05 99.39 98.48 97.81 99.17 1.08

M2 97.20 99.42 98.56 97.97 99.16 1.04

M3 96.98 99.37 98.44 97.98 99.11 1.51

https://doi.org/10.1371/journal.pone.0314535.t004

Fig 8. Comparison of visual classification results with test UAV datasets for BLB disease in rice detection.

https://doi.org/10.1371/journal.pone.0314535.g008
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comparison. The different colors in the label images signify the classified pixels of each cate-

gory: green represents healthy rice, yellow represents low-severity BLB in rice, red represents

high-severity BLB in rice, and gray denoted other classes such as soil, weeds, and water. The

first two rows mainly displays high-severity and low-severity BLB in rice plots. The third row

primarily showcases all diseased and other classes, while the fourth and last rows involve

healthy classes. As observed in examples from the test sets, M2 most accurately identified the

severity levels, avoiding mixed pixels within classes and minimizing misclassification. Addi-

tionally, this model effectively segments rice in individual plots from complex non-vegetative

categories, specifically weeds. In contrast, the other models (M1 and M3) occasionally misclas-

sify between low-severity and high-severity classes and struggle with the connectivity of each

boundary in rice plots compared to the ground-truth images. This indicates that M1 and M3

offer less precision in assessing and detecting severity in rice, despite showing high accuracy

metrics. However, all the proposed models effectively segment the healthy rice class.

Comparative analysis with other methods. Table 5 illustrates the performance compari-

son between U-Net with ResNet-101 backbone (ours), U-Net with MobileNetV2 [38] back-

bone, and DeepLabV3+ [31] with ResNet-101 backbone across three different dataset

combinations (D1-D3). Our proposed model outperforms both models for all datasets. It con-

sistently demonstrates superior performance. Additionally, the U-Net with MobileNetV2

backbone performs better than DeepLabV3+ with the ResNet-101 backbone, highlighting that

U-Net offers a more effective architecture than DeepLabV3+. However, the ResNet-101 back-

bone provides better feature extraction and robustness than MobileNetV2, making it a pre-

ferred choice for our U-Net model.

Furthermore, our U-Net with ResNet-101 on the D2 dataset achieves the highest accuracy

metrics and demonstrates the best inference time among all dataset combinations. This spe-

cific result highlights the effectiveness and efficiency of the ResNet-101 backbone within the

U-Net architecture when paired with the D2 dataset. It is particularly well-suited for robust

and rapid rice disease detection.

Discussion

U-Net with multispectral imagery and vegetation indices for disease detection. In this

research, the well-known DL-based semantic segmentation model, U-Net, is employed to

detect BLB disease in UAV imagery. Among various combinations, the U-Net architecture

trained with the multispectral+NDVI dataset achieves superior segmentation accuracy metrics

Table 5. Comparison of our proposed model with other models in three different combinations of datasets.

Dataset Architecture Backbone mIoU (%) mAcc (%) mF1 (%) mPrecision (%) mRecall (%) Inf (it/s)

D1 U-Net ResNet-101 97.05 99.39 98.48 97.81 99.17 1.08

D2 U-Net ResNet-101 97.20 99.42 98.56 97.97 99.16 1.04

D3 U-Net ResNet-101 96.98 99.37 98.44 97.98 99.11 1.51

D1 U-Net MobileNetV2 96.02 99.16 97.94 96.89 99.03 1.25

D2 U-Net MobileNetV2 96.20 99.20 98.40 97.02 99.08 1.22

D3 U-Net MobileNetV2 96.11 99.18 97.99 96.97 99.04 1.36

D1 DeepLabV3+ ResNet-101 95.04 98.94 97.40 96.34 98.50 1.26

D2 DeepLabV3+ ResNet-101 95.53 99.05 97.67 96.71 98.65 1.08

D3 DeepLabV3+ ResNet-101 95.18 98.97 97.48 96.43 98.56 1.69

Note: D1, D2, and D3 refer to different combinations of spectral bands: D1 is Multispectral, D2 is Multispectral combined with NDVI, and D3 is Multispectral

combined with NDRE. The term “mAcc” denotes mean accuracy, and “Inf” denotes inference time.

https://doi.org/10.1371/journal.pone.0314535.t005

PLOS ONE Rice disease detection using DL techniques and UAV imagery

PLOS ONE | https://doi.org/10.1371/journal.pone.0314535 January 17, 2025 14 / 19

https://doi.org/10.1371/journal.pone.0314535.t005
https://doi.org/10.1371/journal.pone.0314535


and provides nearly perfect classification results compared to other combinations, particularly

when utilizing ResNet-101 for feature extraction. This indicates that different inputs, specifi-

cally various band compositions, can enhance model performance even when using the same

architecture [39, 40]. Similarly, a study by Zhang et al. [27] demonstrated that applying U-Net

with vegetation indices in the semantic segmentation of wheat yellow rust disease at the field

scale in UAV imagery provided high performance and enabled precise classification of disease

severity levels. However, the multispectral+NDRE combination does not perform as well as

the multispectral+NDVI, highlighting the importance of selecting the appropriate vegetation

indices.

Superiority of NDVI for BLB detection. Previous literature [22] highlighted NDVI as a

robust indicator for detecting rice sheath blight disease compared to other vegetation indices

like the Ratio Vegetation Index (RVI), Difference Vegetation Index (DVI), and Normalized

Difference Water Index (NDWI). In our study, U-Net architecture incorporating a ResNet-

101 backbone with combined multispectral and NDVI imaging proves to be more effective

than multispectral+NDRE, demonstrating the effectiveness and simplicity of NDVI for this

task. This approach also yields better results than using multispectral alone. Our finding is fur-

ther supported by experiments with U-Net using a MobileNetV2 backbone and DeepLabV3

+ with a ResNet-101 backbone, where both models performed best with the multispectral

+NDVI dataset.

Challenges in aerial dataset availability. This study highlights the challenge of conduct-

ing top-view imaging for rice disease detection using remotely sensed imagery, particularly

due to the scarcity of relevant datasets online. Unlike the abundant close-up digital images of

rice diseases available on platforms like Kaggle [41], datasets suitable for UAV-based disease

detection are much less common [24]. Many related studies, such as [17], resorted to creating

their own datasets using disease inoculation techniques. We adapt the same process in our

experiment (illustrated in Fig 4). These methods can be not only time-consuming but also lim-

ited in coverage to relatively small areas. Such limitations pose significant challenges in achiev-

ing the dataset diversity and sufficiency necessary for training effective DL models. Addressing

these challenges is critical for advancing the detection of rice disease at the field scale using DL

techniques. In the future, the pipeline could be enhanced to diagnose a variety of rice diseases

globally, such as Blast, Bacterial Panicle Blight, and Sheath Blight.

Addressing data scarcity with augmented pipeline for BLB detection. Our experimen-

tal findings introduce a pipeline-based DL technique for detecting rice disease, specifically

BLB, in UAV imagery at the field scale. This research provides preliminary guidelines for fur-

ther studies interested in applying similar methods to other rice diseases. Due to the unavail-

ability of aerial disease datasets, we employ disease inoculation techniques in experimental

paddy rice fields. To enhance sample robustness in model training, we apply data augmenta-

tion and patch extraction with an overlapping function. Our work addresses knowledge gaps

in the application of DL frameworks for BLB detection in rice at the field scale using UAV

imagery. This approach offers a viable solution for rice disease prevention and control by map-

ping field damage due to disease, estimating rice yield losses from BLB, and supporting deci-

sion-making processes. It can lead to substantial resource savings, including costs, time, and

manpower, thereby enhancing efficiency in agricultural management.

Segmentation over object detection in measuring severity and spatial extent for rice

BLB detection. While this study focuses on semantic segmentation using U-Net, it is also

important to consider the differences and potential advantages of object detection approaches

in rice BLB detection. Object detection models, such as YOLO [42] and Faster R-CNN [43],

identify and localize disease symptoms by drawing bounding boxes around affected areas.

Such techniques can be beneficial in scenarios for detecting and monitoring outbreaks across
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large areas. However, an object detection is limited to bounding box predictions and cannot

measure the precise feature area [44]. At a parcel-level, accurate disease-affected area predic-

tion is crucial for loss assessment and compensation to the farmers. U-Net, a segmentation

method, provides pixel-level classification, offering more detailed insights into the spatial

extent and severity of the disease.

The choice between segmentation and object detection approaches should depend on the

requirements of the agricultural task. For instance, if precise disease mapping and severity

assessment are essential, as in this study, segmentation models like U-Net are preferable. How-

ever, object detection could be an alternative for broader monitoring for instantaneous identi-

fication of diseases over a large area.

Conclusion

This study presents a robust approach for detecting BLB in rice using a pipeline-based DL

technique with UAV imagery. The implementation of the U-Net model with a ResNet-101

backbone, particularly when trained with multispectral and NDVI data, demonstrates superior

performance in accurately classifying and assessing the severity of BLB in rice fields. The

experiment shows the potential of multispectral+NDVI compared to multispectral-alone and

multispectral+NDRE, to enhance model performance even with the same architecture. This

method not only improves the precision in identifying disease severity but also aids in seg-

menting healthy rice from other classes, such as soil, weeds, and water. Therefore, the accurate

mapping of the disease extent and severity level in the field is crucial for authorities to accu-

rately determine compensation. Furthermore, the proposed approach offered significant

advantages for rice disease prevention and control, and support for decision-making processes.

These capabilities can lead to substantial resource savings, including reductions in costs, time,

and manpower, thereby enhancing the efficiency of agricultural management.

The scarcity of UAV-based datasets for rice disease detection necessitates the creation of our

own dataset using disease inoculation techniques in experimental paddy fields. This approach

provides the foundational data required for training and validating our models, despite the

challenges in dataset diversity and sufficiency typically faced in this domain. Through data aug-

mentation and patch extraction, we enhance the robustness of our training process, which con-

tributed significantly to the accuracy and reliability of our results. Looking forward, the

developed pipeline holds promise for adaptation to other rice diseases, such as Blast, Bacterial

Panicle Blight, and Sheath Blight. Future research could focus on extending this methodology

to a global scale, incorporating diverse rice disease datasets and further refining the models for

broader application in various environmental conditions and agricultural contexts.
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