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Introduction



Outline

Introduction: the PRIN project

A_Preparation: ItaIst and s-ItaIst corpora, ATS, selecting the metrics

B_ Experimental phase 1: comparing manual (human) and automatic 

(AI) simplification.  Outcomes.

C_ Experimental phase 2: Validation of AI simplification with 2 datasets 

(juridical evaluation and text comprehension). Outcomes. 

D_ Experimental phase 3: Validation of AI simplification with a 

new dataset and new prompts. Results 

Conclusions and perspectives



Research project

VerbACxSS: on verb analysis and complexity, synthesis 

and simplification, for accessibility 
(June 2022 – May 2025)

Website

https://verbacxss.it

ItaIst Corpus

https://huggingface.co



ItaIst Corpus

Rifiuti Sanità Servizi pubblici

Carta dei servizi Bandi di gara Atti generali di prog. Accreditamento Carta dei servizi Razion. partecip. pub.

Basilicata 3 5 1 2 4 5 20
Calabria 5 6 1 4 4 5 25
Campania 5 9 1 6 4 5 30
Lazio 4 5 1 2 4 5 21
Lombardia 10 5 1 2 4 7 29
Molise 4 6 1 6 4 5 26
Toscana 5 12 1 3 4 8 33
Veneto 6 3 1 4 4 6 24

93 37 78 208
42 51 8 29 32 46



Experimental phase 1 - RQs

RQ1:

To what extent can AI simplify text compared to a human?

RQ2:

How much time does a human require to perform text 

simplification?

RQ3:

What simplification rules are applied by humans?



Experimental Phase 1 - Pipeline



GPT-4 Prompt

Sei un dipendente pubblico che deve riscrivere dei documenti

istituzionali italiani per renderli semplici e comprensibili per i

cittadini. Ti verrà fornito un documento pubblico e il tuo compito sarà

quello di riscriverlo applicando regole di semplificazione senza però

modificare il significato del documento originale. Ad esempio

potresti rendere le frasi più brevi, eliminare le perifrasi, esplicitare

sempre il soggetto, utilizzare parole più semplici, trasformare i verbi

passivi in verbi di forma attiva, spostare le frasi parentetiche alla

fine del periodo.



GPT-4 Prompt (translated)

You are a public servant tasked with rewriting Italian institutional 

documents to make them simple and understandable for citizens. 

You will be provided with a public document, and your task will be to 

rewrite it by applying simplification rules without altering the original 

meaning. For example, you might shorten sentences, eliminate 

periphrases, always make the subject explicit, use simpler words, 

convert passive verbs into active ones, and move parenthetical 

phrases to the end of the sentence.



Parameters



Experimental Phase 1 - Outcome

GPT-4 simplifications can be comparable to human 

simplifications.

 

GPT-4 simplifications are negligibly better for complexity 

metrics, moderately worse for semantic similarity, and largely 

rephrased (Edit distance) compared to human simplifications.



Testo 5 Toscana



Testo 6 Campania



Experimental Phase 1 - Open problems

Limitations: 

• The documents are much simpler

• The style was deeply changed and less similar to original 

document

• Possible loss of juridical value

• Documents are juridically equivalent but with some details 

removed



Experimental Phase 2 - RQs

RQ1: 

How does automatic simplification meet the legal quality of 

texts?

RQ2: 

How does automatic simplification improve text 

comprehension for various categories of readers/users?



Experimental Phase 2



Experimental Phase 2



Experimental Phase 2



1. Select administrative documents

2. Select a short excerpt from the document

3. Simplify the selected document

4. Formulate text comprehension questions

5. Administer the test

Document Excerpt Simplified

Excerpt

Questions Participants

S

Experimental phase 2: Comprehension assessment



• The reading and test execution times are consistent with the 
participant's experience

• There is no clear improvement in the correctness of the 
comprehension test

• There is an improvement in the quantitative assessment of the 
text's difficulty

Experimental phase 2: RQ2 outcome



RQ 1: automatic simplification meets the legal quality of the texts in a 
highly acceptable way with few reservations regarding the lexicon. 
POSSIBLE CORRECTIVE: GLOSSARIES

RQ 2: based on the comprehension tests, automatic simplification does not 
seem to drastically improve the readers / users' understanding of the texts.

Future Prospects: 

• perform other comprehension tests using texts in which the metrics of 
the simplified texts are significantly better than those of the original texts,

• modify the prompt to obtain a more significant simplification 

• work on the ‘factors’ (e.g. lexical) that impact understanding.

Experimental phase 2: Outcome



Preserve the juridical meaning of 

the simplified administrative

documents



Proposal

OpenAI 

LLMs

Prompting

techniques



LLMs

&

Prompting



Prompting engineering

LLMs are models trained on vast amounts of text data to understand and 

generate human-like language.

When you interact with LLMs you need to write a prompt to instruct the model to 

perform the desired task.

Prompt engineering is the process of crafting an effective prompt to get an 

accurate response from an LLM.

User Input

Response

Prompt

LLM



BASIC Prompt

System prompt:
You are an expert government employee.

Your task is to rewrite an Italian institutional document to make it simple and understandable for citizens. 

You can apply the following rules:

- Shorter sentences

- Use simple words

- Transform passive verbs to active

- Makes the subject explicit

- …

User:
[Original document to be simplified]

LLM:
[Simplified document]

ROLE

CONTEXT &
INSTRUCTIONS

TASK



Prompt chaining - idea

The simplification of an administrative document is a complex task. 

To preserve juridical meaning and to maintain control over the simplification 

process, it is possible to exploit the “divide et impera” principle

Prompt Chaining ensures more accurate, clear, and progressively simplified 

outputs.

…

Original

text

Step1

text

Step2

text

Final

text



Prompt chaining – Simplification step

Apply state-of-the-art guidelines proposed over the years.

1) Proofreading

2) Replace bureaucratic and formal connectives

3) Replace bureaucratic and formal expressions

4) Divide long and complex sentences

5) Reorganize sentences (SVO, explicit subject)

6) Verbs (passive to active, indefinite to finite form)

7) Replace nominalizations



Prompt chaining – Simplification step

Step 1

Proofreading

Step 2

Connectives

Step 6

Verbs

Step 7

Nominalizations

Simplified

Original

…



Prompt chaining – Gold Corpus

For each simplification step, we wrote a detailed prompt to instruct the LLM to 

perform only that specific operation.

We manually simplified a small corpus of 8 paragraph (from an administrative 

corpus) applying all simplification steps. 

The gold corpus is a parallel corpus that can be used to improve the accuracy of 

each simplifications step.

User Input

Response

Prompt

LLM

Gold corpus



CHAIN prompt

System prompt:
You are an expert government employee.

Your task is to […] 

Follow these instructions:

- …

Examples:

-  …

User:
[Document to simplify]

LLM:
[Document simplified]

ROLE

CONTEXT &
INSTRUCTIONS

TASK

FEW-SHOT
PROMPTING



Evaluate proposed 

methodology



Compare BASIC versus CHAIN approach

BASIC

prompting

CHAIN

prompting



Empirical study

Regulations

Corpus

Metrics-based

evaluation

Jurist-based

evaluation



Research Questions

RQ1
How effective is the CHAIN prompting in simplifying 

administrative documents compared to the BASIC 

prompting?

RQ2
How effective is the CHAIN prompting in maintaining 

juridical meaning compared to the BASIC prompting?



ItaRegol Corpus



ItaRegol Corpus

Public 

administration 

Jurist 

supervision

The ItaRegol corpus was collected crawling regulations documents from several 

public administration institutional website. Each document was analyzed and 

validated by a team of jurists. 

Institutional 

website



ItaRegol Corpus

o Regulations of garbage tax

o Regulations of urban green

o Regulations of the air quality

o Regulations of sport facilities

o Regulations of nursery schools

o Regulations for urban building

o Regulations of animal protection 

o Regulations for cargo and bus driving license



ItaRegol Corpus

8
regulations

53
articles

13 166
tokens



Pipeline

ItaRegol

corpus

BASIC

prompting

CHAIN

prompting

gpt-4o

CHAIN

articles

gpt-4o-mini

CHAIN

articles

gpt-4o

BASIC

articles

gpt-4o-mini

BASIC

articles



Pipeline

Original 

text

Simplified 

text

Original text
complexity metrics Similarity metrics

Simplified text 
complexity metrics

S



Complexity metrics



% passive verbs

The distinction between active and passive verbs was achieved by 

analyzing the Dependency Tree structure, where specific annotations 

such as “nsubj:pass” (passive nominal subject) and “aux:pass” 

(passive auxiliary) provide crucial grammatical insights. This method 

allows to accurately identify passive verbs.



To evaluate the rate of basic words, we 

considered the lemma of each token and 

we lookup into the vocabulary «Il Nuovo 

vocabolario di base della lingua italiana» 

written by Tullio De Mauro.

This vocabulary contains the list of all 

high-use and high-frequency words of 

the modern Italian language.

% easy words



Readability Index

Gulpease Index

89 +
300 ∙  𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠 − 10 ∙  𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑠

𝑡𝑜𝑘𝑒𝑛𝑠

primary 

school

middle

school
high

school

206 − 65 ∙
𝑠𝑦𝑙𝑙𝑎𝑏𝑒𝑠 

𝑡𝑜𝑘𝑒𝑛𝑠
−

𝑡𝑜𝑘𝑒𝑛𝑠

𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠

Flash-Vacca Index



READ-IT

READ–IT is a metric specifically designed 

for assessing readability, with a focus on 

text simplification.

Key Features considered in READ–IT:

• Lexical features

• Morphographic features

• Syntactic features

READ–IT provides a comprehensive 

framework for evaluating text readability.



Similarity metrics



Semantic Text Similarity

The sentence embeddings represent sentences as vectors in a 

multidimensional space, capturing their semantic meaning. By 

calculating the cosine similarity between two vectors (sentences), it is 

possible to quantify the semantic similarity between the texts.



Edit distance

Edit distance (or Levenshtein distance) is a metric used to quantify 

how dissimilar two strings are. 

It is calculated by determining the minimum number of operations 

needed to transform one string into the other:

- Insertion: Adding a character.

- Deletion: Removing a character.

- Replacement: Substitute one character with another.



RQ1
How effective is the CHAIN prompting in simplifying 

administrative documents compared to the BASIC 

prompting?



Complexity metrics

Corpora Tokens Sentences % Passive verbs % Easy words

Original 13166 519 26 % 72 %

BASIC – gpt-4o 9171 552 13 % 80 %

BASIC – gpt-4o-mini 9851 600 20 % 79 %

CHAIN – gpt-4o 13174 631 8 % 75 %

CHAIN – gpt-4o-mini 13381 689 13 % 76 %



Complexity metrics – Readability indexes

Corpora Gulpease Flesch-Vacca READ-IT

Original 44 25 92 %

BASIC – gpt-4o 53 41 45 %

BASIC – gpt-4o-mini 52 39 47 %

CHAIN – gpt-4o 49 33 59 %

CHAIN – gpt-4o-mini 48 32 56 %



Similarity metrics

Corpora Semantic Similarity Edit distance

Original vs BASIC – gpt4o 95 % 52 %

Original vs BASIC – gpt4o-mini 96 % 46 %

Original vs CHAIN – gpt4o 98 % 18 %

Original vs CHAIN – gpt4o-mini 98 % 25 %



RQ1 outcome

RQ1
How effective is the CHAIN prompting in simplifying administrative 

documents compared to the BASIC prompting?

Complexity metrics
BASIC prompting shows better complexity metrics 

(except for sentences and % passive verbs)

Similarity metrics
CHAIN prompting preserves information without altering too much the 

structure of the original document

The difference between the metrics are statistically significant



RQ2
How effective is the CHAIN prompting in maintaining 

juridical meaning compared to the BASIC prompting?



Comparison study

Two

experts

Juridical

evaluation



Comparison study

A/B

test

Texts

pairs

Post-reading

questionnaire



Comparison study

ORIGINAL vs BASIC ORIGINAL vs CHAIN

1 Jurist A Jurist B

2 Jurist A Jurist B

3 Jurist A Jurist B

4 Jurist A Jurist B

… … …

26 Jurist A Jurist B

27 Jurist B Jurist A

… … …

49 Jurist B Jurist A

50 Jurist B Jurist A

51 Jurist B Jurist A

52 Jurist B Jurist A



Comparison study – WebApp



Comparison study – WebApp



Comparison study – Questions

Are the two texts juridically equivalent?     [4-point Likert scale]

1. Not equivalent 

2. Slightly equivalent

3. Moderately equivalent

4. Fully equivalent

Which of the two texts is clearer for the average Italian citizen?     [binary choice]

• Text A

• Text B

Additional comments on Text A     [free text]

Additional comments on Text B     [free text]



Comparison study – Evaluation time

Jurist A
189 minutes

Jurist B
122 minutes



~76 % 
ORIGINAL-CHAIN pairs are “Fully equivalent”

~51 % 
ORIGINAL-BASIC pairs are “Moderately equivalent”. 

The difference between the juridical equivalence of ORIGINAL-BASIC and 

ORIGINAL-CHAIN pairs is statistically significant  

Comparison study – Juridical equivalence score



~ 77 % 
preferred the “simplified” version among all the evaluated pairs

Comparison study – Citizen preference



Comments – ORIGINAL text

13 comments
 are related to the legal validity of the document

«Text B shows more appropriate legal language.»
 “Il testo B presenta linguaggio giuridico più appropriato.»



Comments – CHAIN text

8 comments
 are related to the juridical style

«Text A, although more understandable, has language and constructions not 

common in the legal context.»
 “Il testo A, sebbene effettivamente più comprensibile, presenta linguaggio e costruzioni non comuni nel 

contesto giuridico (ad es. l'uso del plurale "vietiamo" invece dell'impersonale "è vietato").»



Comments – BASIC text

27 comments
 are related to the juridical style

«slightly imprecise || language too simple; law also has its own form.»
 «leggermente impreciso || linguaggio troppo semplice; il diritto ha anche una sua forma.»



RQ2 outcome

RQ2
How effective is the CHAIN prompting in maintaining juridical 

meaning compared to the BASIC prompting?

Juridical equivalence
CHAIN prompting is more effective at preserving juridical meaning compared 

to BASIC prompting.

Preference
Both BASIC and CHAIN simplified documents are preferred for citizens.

Comments
The style of BASIC document is not suitable for juridical documents.



Conclusion



Open problems:

Two opposite needs:

• Citizens: improving metrics (increasing readability) and increasing user comprehension (reduce 

the relative complexity)

• Administration: preserving the legal value of (simplified) texts.

Possible solutions:

• Add to the chain - after the Nominalizations rule – a rule on the basic vocabulary to be 

increased to the detriment of uncommon, rare words // or Glossary

• Or Apply in sequence, the chain prompt followed by the basic prompt 

Future prospects:

• apply the chain prompt to small ItaIst which has already been simplified with the basic prompt

• re-verify the metrics of all these operations

• re-do the comprehension experiment (to both corpora)

• compare the two prompts on Regulations and on ItaIst and evaluate the different characteristics 

of differently legally binding texts

Conclusion



BASIC prompt comparison: outcomes

Metrics Original

 s-ItaIst

Simplified

 s-ItaIst

Original

 ItaRegol

Simplified

ItaRegol

Gulpease Index 44 51 44 53

Flesch-Vacca Index 19 36 25 41

READ-IT 86 % 54 % 92 % 45 %

% Easy words 73 % 81 % 72 % 80 %

% Passives verbs 20 % 12 % 26 % 13 %

Semantic Similarity - 96 % - 95 %

Edit Distance - 52 % - 52 %

Outcomes of the Basic prompt show similar effects on the metrics indipendently from the 

different legally binding properties of the texts.



BASIC prompt

Sempl-IT

Explain-IT

Original

document

Simplified

(jurist)

Simplified

(people)



Explore simplified parallel corpora

Thanks for your attention



Summary

WEBSITE CORPUS
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