Defining Artificialism

Abstract

This paper focuses on epistemological artificialism and divides it into four categories in terms
of how strong (Al is the only source of decision making) or weak (Al is the best source of
decision making) and how narrow (social but not personal) or broad (both social and personal
related) they are. Two central arguments against artificialism, the (false) dilemma and self-
referential incoherence, are analyzed. Of the four types of epistemological artificialism, three
can deal with these counterarguments using two methodological principles: evaluation of epis-
temic reliability and epistemic opportunism. There is hope that these considerations will steer
the discussion on artificialism toward more fruitful pastures in the future. For example, there
are interesting methodological considerations concerning what evaluability of reliability and

epistemic opportunism entail.
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Introduction

Discussion on Al has recently gained more exposure in philosophy and theology (1), (2), (3),
4), (5), (6), (7). Originally, the proposed concept of the term “artificialism” created for the pur-
poses of this study was introduced as a possible parlance by those who are critical of excessive
trust in Al overreliance on it, and even today artificialism is widely understood even if it was
not previously defined, especially by its critics, as offensive or dismissive toward philosophy,
theology, or other fields outside logical, computational, and mathematical science (8). A rela-
tively common understanding of its goal is, in some sense, the reduction of all valid choices to
those which are mostly (or only) approved by Al or automated systems and most (or complete)
preference for artificial intelligence and automated systems over humans in any field. Through
this angle, it is not difficult to understand why so much of the discussion on artificialism is
carried out by its opponents. Here, however, the danger of bias is imminent. If the opponents of
a view are its main theoreticians, then it is rather probable that the principle of charity will be
violated at some point. Despite the fact that artificialism is often defined in a disparaging way,
some authors have recently adopted this concept as a manifest (9), (10), (11), (12). Given the
predominant status of the debate, the topic is riddled with misconceptions.

In this paper, I seek to rectify this situation. I start by going through some uncharitable
definitions of artificialism. Then I focus on epistemological artificialism and divide it into four
types. I consider two central global arguments against artificialism and show that of the four
varieties, three can go on unscathed. I also suggest two methodological principles to which a
proponent of artificialism can appeal: epistemic evaluability of reliability and epistemic oppor-
tunism. This shows that there are viable forms of epistemological artificialism.

Since epistemological artificialism can be defended utilizing certain methodological prin-

ciples, further critique of artificialism must take a stand on those principles. An opponent of



artificialism has to consider whether reliability has to be something I can evaluate and whether
the decision should be reliable. An advocate of artificialism needs to show that rational prac-
tice, in fact, upholds these principles. The debate regarding artificialism thus transforms into a

debate on the methodology of ethics and justice.

Uncharitable Definitions of artificialism

In its current usage, the concept called here “artificialism” is commonly taken as a frighten-
ing term. This understanding also extends to the most general definitions of artificiality. For

instance, the four most common definitions for artificialism are:

1. Kind of automation achieved through the use of artificial intelligence and automated sys-

tems applied to any field;

2. methods and attitudes typical of or attributed to the human factor elimination and or the
delegation of decision making to artificial intelligence and automated systems, or even an

approach leading to partial or complete Al takeover;

3. an unwarranted, exaggerated, or unjustified trust in the efficacy of the methods of Al and

automated systems applied to any field;

4. any preference for artificial intelligence and automated systems over humans or even

possible discrimination associated with it.

Artificialism is most often blankly dismissed because of the immediate undesirable conse-
quences that its well-known concepts imply. In more in-depth discussions similar problems
have consistently arisen because the critics of artificialism and other commentators systemat-

ically understand the term in an uncomplimentary fashion. For example, James Barrat once



said about artificialism as “I’m increasingly inclined to think that there should be some regula-
tory oversight, maybe at the national and international level, just to make sure that we don’t do
something very foolish. I mean with artificial intelligence we’re summoning the demon” (13).
Indeed, the most common definitions of artificialism typically take it to, in one way or another,
exceed the proper limits of rationality. Hence, artificialism is often considered to amount to
unwarranted, exaggerated, or unjustified trust in Al and automated systems in some way (/4).

It is good to note that when the opponents of artificialism define artificiality, they usually
have in mind something actually closer to Al takeover (15), (16), (17). An Al takeover, charac-
terized by Tristan Harris, is “By allowing algorithms to control a great deal of what we see and
do online, such designers have allowed technology to become a kind of “digital Frankenstein”,
steering billions of people’s attitudes, beliefs, and behaviors”. Occasionally, some critics of
artificial intelligence and artificiality in general even explicitly state that any automation can be
a form of Al takeover, as shown in these studies (/8), (/9). In the final section, we return to the
differences between artificialism and Al takeover.

Despite the prevalence of disparaging concepts of artificialism, some may start to endorse
the concept as a badge of honor if it has not already started, just the same way as with the
concept of “scientism” (20), (21). This would not be intelligible without a more neutral def-
inition of artificialism. It is nonsensical to think that someone would declare: “According to
the view that I defend, the proper limits of artificial intelligence and automated systems should
be exceeded”. For example, Marvin Minsky, instead of claiming anything overblown, simply
claimed that “artificial intelligence is the science of making machines do things that would re-
quire intelligence if done by man” (22). Or in a quote by Ginni Rometty: “Some people call
this artificial intelligence, but the reality is that this technology will enhance us. So instead of
artificial intelligence, I think we’ll augment our intelligence”. Along these lines, we have a

more fruitful definition of artificialism.



I think the most plausible forms of artificialism are epistemological (23). In fact, it seems
that most proponents of artificialism accept an epistemology first attitude, according to which
epistemology should determine or at least guide one’s ontological or other commitments (24).
Such epistemological artificialism is usually defined by its opponents as the idea that only ar-
tificial intelligence and automated systems can obtain genuine or reliable results, as shown in
this study (25). However, Russell (26), for example, merely takes Al and automated systems as
the best methods for decision making, and Gershman has made practically the same claim (27).

Before going any further, one should note that all of the definitions presented thus far have
been formulated by the critics of artificiality. This does not mean that those definitions are
necessarily erroneous, but one common bias in them is that artificialism is associated with the
fear of the unknown or changes in life that challenge their adaptation abilities or accepted values
(28), (29). The reason for the opponents of artificialism to define artificialism in this broad way
is that, according to them, artificiality undermines their foundations of life. If things other
than artificiality are also viable sources of decision-making, then artificialism does not exclude
practically anything. Philosophers and theologians could also claim to have equal authority on
some issues, as the computer scientist does, and in the end, nothing would be affected by the
scientific project. However, I will show that this is not the case. Instead, there can be nontrivial
conceptions of artificialism based on a narrower view of artificiality. Therefore, instead of
understanding the concept “artificiality” as broadly referring to any field, as is commonly done,
the proponent of artificialism can conceive it more narrowly and categorized. Consequently, I
think it is fruitful to divide epistemological artificialism into additional subcategories.

First, epistemological artificialism can be divided into narrow and broad varieties. The
narrow versions state that Al and automated systems only function as proper sources of decision
making and the like in the personal and social life of a human, as well as the technical purposes

for which Al and automated systems were originally created. In other words, it understands the



term “‘artificiality” in a restricted sense. The broad version, on the other hand, endorses a wider

conception of artificiality that encompasses philosophy, ethics, justice, etc.
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Figure 1: Four types of epistemological artificialism

Second, I make another distinction within epistemological artificialism, the separation of
weak and strong artificialism. Strong artificialism declares that only artificiality can function
as a proper source of decision-making, justification, etc. In contrast, weak artificialism states
that artificiality is only the best source of decision making, justification, or the like. These four

categories can overlap, as presented in the two-by-two diagram in Figure 1.

Strong artificialism

This type of artificialialism suggests that the artificial intelligence should always make all de-
cisions for the human, regardless of the type, and that the human should only make their own

decisions when the Al is not applicable.



Weak artificialism

This type of artificialism suggests that people can make their own decisions if they are based on

the known best algorithm and use others, a better one, if discovered at the moment.

Broad artificialism

This type of artificialism suggests that artificial intelligence should make decisions instead of

humans, but only ones that are socially related (such as voting, politics, etc.).

Narrow artificialism

This type of artificialism suggests that artificial intelligence should make decisions instead of
humans, both socially and personally related (such as personalization, customization, etc.).

We can find examples of representatives for each of these categories, since epistemological
artificialism comes in many shapes and sizes, as the various quotations clearly demonstrate.
For example, a proponent of artificial intelligence may take Al as the only source of social-
related decisions (narrow-strong) or think that automated systems are simply the best sources
of decision making (broad-weak). Often, critics of artificialism refer to some of the mentioned
proponents of artificialism. It is important to note that even the weak and broad forms of artifi-
cialism can retain the distinction between the decisions with or without a human factor, as well
as between rational and irrational methods of decision making. This is discussed in detail in the
following sections.

It is good to note that Al discrimination could only be possible if done based on human
errors or intentions. Of course, it is an interesting question how it can start and its further
consequences, but due to its scope, it will have to be relegated to other work. For now, it suffices
to state that, at least in some cases, we can see the prerequisites for it, but the reasons for similar

outcomes became trivial when subjected to further rational criticism (30), (31), (32), (33). There



is no doubt that errors are possible at every stage of Al implementation and development (34),
(35), (36), (37), (38). I only need to point out that even if such an outcome were possible (even
if it is unlikely), it still does not change the fact that it could only have been started due to our
own mistakes or intentions and that we are potentially capable of dealing with it properly, while
the assessment of our possible actions related to it, due to its scale, will have to be relegated
to another work. If we seek to create pure intelligence, we must be aware of the problems and
dangers that our own intelligence brings (39), (40), (41), (42).

To demonstrate how artificialism can be feasible, we will look into two central global argu-
ments against artificialism: the (false) dilemma of artificialism and the allegation that artificial-

ism is self-refuting.

First Objection: The (False) Dilemma of Artificialism

One of the main global objections to epistemological artificialism is based on the claim that
artificialism 1s built on nonobjective grounds. For example, certain metaphysical or strictly
sensual background assumptions are argued to be necessary for rational decision-making.

Due to such dependencies, it is insisted that the proponents of artificialism are forced to face

the following dilemma:

1. The proponent of artificialism must reject or accept sources of decision making affected

by the human factor.

2. If the sources of decisions affected by the human factor are rejected, then all decision-

making inquiries are rendered justified because objectivity necessarily desupposes them.

3. If they are accepted, then the proponent of artificialism has to accept sources of decisions,

affected by the human factor as justified.



4. Thus, the proponent of artificialism has either to reject all non-objective inquiry as unjus-
tified or to dilute it in a way that would render the thesis of artificialism impotent, because
non-objectivity would encompass all kinds of ground of decision affected by the human

factor.

The dilemma is based on a typical transcendental argument: the necessary conditions of objec-
tivity are incompatible with the human factor. To summarize, the adherent of artificialism has to
choose between two poor options: either (1) the adherent has to reject the reliability of objective
decisions because it rejects all sources of decision making affected by the human factor, or (2)
the adherent has to accept all sorts of sources of decision making as reliable, and this would
make artificialism lose all of its bite.

In fact, under closer scrutiny, the dilemma turns out to be false. The dilemma rests on the
claim that the decision has to rely on extra-objective (irrational) sources. In particular, there are
two such purported sources. These are (a) affected by the human factor, possibly metaphysical,
background assumptions, and (b) non-objective sources of decision making. The problem here
is that it is not exactly clear why these origins are non-objective or why we have not to rely on
them.

Consider first option (a), the metaphysical background assumptions. However, these are not
necessary assumptions for decision making. One does not have to assume that Al can achieve
knowledge of the best decision. Automation can merely start with the hypothesis that some
kind of improvement could be achievable due to the elimination of a human factor. For all
practical purposes, this hypothesis would merely state that there are at least some prejudices
to be found. This hypothesis could be tested by simply trying to make an objective decision
based on rational logic and empirical knowledge with automated means. If it is impossible to
achieve, then the efforts would just be in vain. But hoping that something could be automated

is not the same as believing that it can definitely be done. The Al researcher can carry out the
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inquiry as if the objective decision could be automated, and hope that this is so, without making
any commitments to it actually being the case. In fact, this is very similar to how hypothesis
testing is often performed in actual scientific practice. Furthermore, if the test turns out to be
successful, then the additional assumption that the knowledge obtained is about an “ideal way”
of decision making is irrelevant. Further argumentation is therefore needed to show that such
extra-objective assumptions are in fact necessary. In particular, if they are claimed to have any
effect on actual objective practice, then this claim should be argued for in detail.

Now consider option (b), the non-objective sources of decision making. As already noted,
there are clearly nonobjective sources of decision, such as senses and emotions, when taken
alone or implied to fields where only formal logic could be valid. It is rather obvious and
empirical that most decisions are based on our senses and emotions and that they, case by case,
both can or cannot lead us astray. However, these decision sources are not considered rationally
justified unless they stand up to rational criticism. And the problematic of such a way of decision
making today is not a subject of any doubt, since today we all take into account the fact that
humans do not always act rationally (43), (44), (45), (46), (47), (48), (49), (50), (51), (52).

The previously mentioned human capacities enable artificiality even though they are some-
what unreliable. However, this does not lead to the unreliability of artificiality through a simple
transitive relation. This is because an important component of all rational endeavors is error
recognition and correction. Even if some of the potential flaws are, of course, caused by the
partial unreliability of human capacities.

The relation between human capacity and rational endeavor is not unidirectional. Like our
general cognitive capacities enable scientific research, scientific research enables the improve-
ment of our somewhat unreliable cognitive capacities. The opponent of artificialism might
object that the process of error correction itself has not been given reliable grounds: it should

lean towards some other infallible principles outside our unreliable cognitive capacities. This
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kind of criticism would be based on a faulty conception of rational decision-making. For exam-
ple, the process of error correction in science is iterative: a community of researchers seeks to
identify sources of error and fix them in multiple passes, and within each pass, the researchers
examine how the corrections improved the reliability of their theory in terms of describing, pre-
dicting, and so on. There is no prior guarantee that this process will yield results, but that does
not preempt the attempt.

Of course, common sense needs to have some epistemic value in order to serve as a foun-
dation for rationality. It would be rather problematic to insist that all common sense would be
totally unreliable. Furthermore, what we take as common sense does not appear to have well-
delimited boundaries and appears to vary greatly in its epistemic status, which seems to strongly
indicate that it is not all totally unreliable (53), (54), (55).

Rationality then does not need to be able to categorize sources of belief as either scientific or
non-scientific. Instead, what is required is that the given source of a given belief can be checked
for errors and biases or epistemically evaluated in terms of reliability. So, it is not just about
being reliable, but about how reliable and under what conditions. Therefore, non-objective
sources would be sources that cannot be epistemically evaluated or have been evaluated to be
totally unreliable. If an opponent of artificialism wants to turn the false dilemma into a real one,

then we will have to argue for why such non-evaluable sources are necessary.

Second Objection: Artificialism Is Self-Refuting

The other major criticism raised against artificialism is that artificialism is self-referentially
incoherent or self-refuting. The rough idea of the argument is the following: According to arti-
ficialism, one can rationally accept only those decisions that are formulated by objective means.
Assuming that the proponent of artificialism is inclined to follow his own principles, artificial-

ism needs to be justified objectively. The critics of artificialism claim that such justification is
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nowhere to be found and, even more pressingly, that it is impossible to make a purely rational
case for artificialism. Therefore, artificialism cannot meet its own standards.

The structure of the argument can be given as follows:

1. Itis rational to accept artificialism only if artificialism is justified on the basis of objective

sources and nothing else.
2. Artificialism is not, and cannot be, justified by objective sources and nothing else.

3. (O) It is not rational to accept artificialism.

The first premise follows from the assumed definition of artificialism, according to which it
is rational to accept X only if X is justified on an objective basis and nothing else. The premise
is formed by simply substituting the variable X with artificialism itself.

The second premise, in turn, is based on the conception that, at least thus far, there are
no rational grounds for endorsing artificialism. If artificialism is to be rationally validated,
then it needs to be a rational hypothesis that is properly tested and confirmed. The critics of
artificialism have formulated this challenge in two ways. First, they have pointed out, there is
no empirical or formal research leading to the confirmation of artificialism. I call this the weak
version of the second premise. Second, some have argued that such research cannot even be
done. This is a strong version of the premise. On the basis of this kind of argumentation, the
opponents of artificialism commonly take artificialism to be a philosophical doctrine instead of
a rational one, or, at the very least, they believe that artificialism is dependent on unarticulated
and implicit philosophical assumptions.

Now, it is immediately clear that a proponent of weak artificialism can reject premise (1).
The premise states that it is rational to accept artificialism only if it is justified on an objective
basis and nothing else. Recall that weak artificialism merely declares that Al and automated

systems are simply the best way of decision making; it does not have to be the only one. This
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enables advocates of artificialism to use methods such as common sense to justify their endorse-
ment of artificialism. Logically, it is still required that their methods are not in contradiction to
rational inquiry, even if they do not for some reason deserve to be called artificiality.

For example, let us assume that expert advisors would be a necessary criterion for rationality.
(I am not claiming that this is actually the case; expert advisors are merely used as an example
to illustrate my point.) So, when someone is reasoning with common sense, this would not
yet count as artificiality, although there would not be anything wrong with thinking. In other
words, objective decisions could be gathered without artificial practice (this seems evident when
one examines everyday life). But, according to weak artificialism, there is no such form of
objective decision for which artificiality would not be the best form of inquiry. Valid everyday
reasoning could always be turned to artificiality if it were to be subjected to objective evaluation,
in this example, by expert advisors. (Assume that there would be no other required criterion
for rationality or that the reasoning already fulfills all other criteria.) Therefore, just by using
common sense, artificialism can already be justified. Hence, a proponent of weak artificialism
can rather easily avoid the accusation of self-referential inconsistency.

Now consider premise (2). Perhaps it is easiest to start by challenging the stronger version
of the premise, namely, that it is impossible for artificialism to be justified on the basis of
rationality. This only requires that artificialism is viable as a rational hypothesis. In other
words, artificialism needs to be a type of claim that could have objectively appropriate evidence
against and for it. It seems rather evident that there is a lot of positive evidence for the epistemic
success of automated methods. In fact, proponents and opponents of artificialism seem to agree
that artificiality enjoys a robust track record of generating rational decisions. Having such a
record is positive evidence in support, and this evidence is therefore clearly possible.

Where automated methods are applicable, we can compare how well they perform relative

to some other methods, given some epistemic criteria. Such criteria can be chosen on pragmatic
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grounds, but they should not be arbitrary. This means that different individuals should not
systematically arrive at different conclusions employing the same criteria. With nonarbitrary
criteria for comparisons, we can potentially have evidence for the claim that the automated
methods are the most reliable or only reliable ones in particular cases. Whether we at present
have such evidence is irrelevant for the point that such evidence is nevertheless possible, and
consequently, we can treat artificialism as a rational hypothesis. This suffices to avoid self-
refutation. However, if the required evidence is not yet gathered, then full-blown commitment
to artificialism would not be justified at present. This is because the inferiority of other epistemic
practices is not yet warranted. Still, someone could consistently adopt artificialism as their own
epistemology but merely as a working hypothesis.

However, one should note that there is a caveat here. So far, I have discussed only the
cases where automated methods can be applied. It is also necessary to consider the cases where
these methods are not applicable. Clearly, if we cannot use automated methods, we cannot have
evidence to support the claim that these methods would have been the best or the only ones.
However, the rational claim refers to decision making, so one only has to worry about these
kinds of case if they are genuine ones. To make the case for self-referential incoherence, an
opponent of artificialism then has to first show that we have rational cases where automated
methods are not applicable. Here, further argumentation is needed. If, however, one would
indeed manage to establish such a case, there is still no reason to count it as irrational. It would,
after all, count as demonstrative and thus reliable, rational, just exactly what artificiality is after.
So, there is no reason why artificialists would not incorporate it into decision making.

An adherent of artificialism can then argue that a strong version of premise (2) is wrong
because artificialism can be presented as a rational hypothesis. This merely required demon-
strating that objective evidence for and against artificialism can be gathered.

This brings us to perhaps the biggest problem with critiques of artificialism. The critics
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argue against both all versions of artificiality or only certain ones. Despite this, the same abstract
principles are often used regarding argumentation and inference. General rules of inference
are applied in all rational decisions, such as trying to exclude other possible conclusions and
making the inferences explicit for evaluation. Triangulation, obtaining robust results of the
same phenomenon by different means or through independent sources, is always considered to
improve the reliability of the judgment. Same with an error analysis as well.

The fundamental principles of proper decision reasoning, such as those just mentioned, are
always in place. They are only applied in different circumstances. No well-defined method-
ological line can easily be drawn between artificiality and elimination of a human factor, nor is
it necessary. Both are rational methods to an equal degree.

When examining the actual enterprise of artificiality, in all its variety, the only epistemic
boundary condition or methodological constraint appears to be epistemic opportunism: to use
the practices that work evaluably to obtain reliable decisions and to abandon those that do
not. From this perspective, those who define artificiality in the narrow sense, whether they be
proponents or opponents of artificiality, impose arbitrary constraints that are alien to rationality.
It is not the object of judgment that defines whether or not a valid decision can be made, but the
methods that are deemed proper for the object of interest. If this is accepted, then the two main
global arguments fall.

Note that assuming a decision to be reliable, epistemic opportunism in itself already val-
idates artificialism. If artificiality is epistemically opportunistic in the way presented above,
it follows directly that artificiality is the best or only way of making evaluably reliable deci-
sions. That is, if one accepts that artificiality uses or should use the methods that evaluably
work for obtaining a reliable decision, then by definition artificiality is already the only practice
for obtaining an evaluable and reliable decision. This is the thesis of strong artificialism from

which the weak version, of course, follows. In fact, given epistemic opportunism, the distinc-
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tion between weak and strong artificialism effectively evaporates, since the only non-objective
methods are those that do not produce an evaluable and reliable decision.

An opponent of artificialism could try to argue against this conclusion by two different
means. First, an opponent could insist that artificiality is not de facto epistemically opportunis-
tic. Second, an opponent might claim that artificiality should not be epistemically opportunistic.
The first objection will be called the descriptive argument, and the second the normative argu-
ment. We will tackle the normative argument first. Since I consider a normative claim, it can
only be justified by another normative claim. Here, the claim in question is: artificiality should
seek out an evaluably reliable decision. If this is granted, then epistemic opportunism follows
by simple instrumental rationality. Now, a proponent of artificialism could reject the normative
claim.

Some may also tackle the normative argument against epistemic opportunism and then pose
the proposition that artificiality is not actually opportunistic. It follows from the problems with
the normative argument that the descriptive one is no argument at all. If one were to accept
the descriptive argument but not the normative one, one would state that artificiality is currently
conducted in a way that it should not be conducted. In this case, the proponent and the opponent
of artificialism agree on how artificiality should be practiced. Artificiality, as it should be,
would be epistemically opportunistic and still the only or best way to obtain evaluably reliable
decisions.

In summary, a proponent of artificialism can easily avoid the alleged incoherence. Weak
artificialism can immediately reject premise (1). Furthermore, a strong version of premise (2)
can be denied by weak or strong artificialism. Finally, at least the broad version of artificialism
can adopt a view of artificiality that embraces epistemic opportunism and rejects premise (2) by
logical inference alone. In conclusion, the argument for self-referential incoherence is faulty.

One might wonder whether adopting epistemic opportunism is going too far in defending

16



artificialism. After all, suggesting that philosophy and common sense can be part of artificiality
might sound non-sensical to the foes of artificiality. One can still oppose: “Isn’t this exactly
what artificialism was supposed to oppose?” Not necessarily, artificialism does not have to aim
at ruling out intellectual fields based on the notions they can be categorized under. Instead,
the task can be to see what demonstratively works and what does not (that is, evaluate which
practices produce reliable decisions and which do not). Whatever the labels are filled with.

Here, a concern might arise. That artificialism was simply diluted to avoid the most direct
objections to it. But this is not the case. This kind of artificialism already has its supporters, as
we demonstrated with quotations in Section 2. Some proponents of artificialism, for instance,
may be open to the idea that even philosophy can be among the artificialities.

It is especially important to stress that the variations of artificialism that invoke epistemic
opportunism are not all-inclusive. They can have significant implications for the research of
automated methods. As mentioned above, if one focuses, for example, on obtaining results
in terms of reliable knowledge, adopting epistemic opportunism renders questionable research
that does not achieve this objective. Thus, we can have informative and interesting views that
take epistemic opportunism on board. And, even if we do not, we can still consider artificialism

to be a non-problematic rational hypothesis, for which we can have evidence.

Conclusions

In this paper, I have discussed the three most common reasons for claiming that artificialism is
objectionable: the uncharitable definitions of artificialism, the suggested dilemma of artificial-
ism, and the argument of self-refutation.

In Section 3 the dilemma of artificialism was proven to be false. I explained how metaphysi-
cal presuppositions are not a necessary part of rationality but can be adopted as mere hypotheses

or be discarded altogether as needless. Covering the subject of unscientific sources that form
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the basis for all intellectual activity (decisions included), I considered the process of distilling
reliable information from initially somewhat unreliable sources.

In Section 4, the accusation of self-referential inconsistency was scrutinized. It was shown
that it is possible to gather evidence in favor of and against artificialism. Hence, artificialism
can, at the very least, be taken as a rational hypothesis, and it is possible to justify it by ob-
jective (rational) means. Here, I argue too that artificiality is based on epistemic opportunism:
endorsing whatever methods work for obtaining reliable decisions. If this is correct, then even
strong artificialism logically follows.

I also showed that artificialism need not even be a strictly rational hypothesis. In weak
artificialism, artificiality is treated not as the only source of decision but as simply the best one.
Even if artificialism could not be accepted as a strictly rational hypothesis (which, of course, is
not the case), it could still be validated by using non-objective means. In this case, artificialism
alone would not be justified in the best possible manner, but it could be justified nevertheless,
in the same sense that our daily judgments can be justified.

Formulating artificialism through epistemic opportunism and evaluable reliability might
prompt the worry that we are, in fact, no longer discussing artificialism at all. Such worries
are unfounded. Artificialism is motivated by the following observation: among the different
ways in which humans try to be rational, the things grouped as “artificiality” are the most suc-
cessful ones. And suppose that epistemic opportunism and the evaluability of reliability are
what make artificiality successful. A proponent of artificialism then claims that these method-
ological practices do not only make automation successful, but also make it superior compared
to other forms of inquiry. Thus, we would be best served in our epistemic projects by employ-
ing these means. So artificialism also has a lot to do with the epistemic superiority of actual
rationality.

Still, opponents of artificialism might not be satisfied with this answer. Epistemic oppor-
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tunism and evaluability are easy to accept, they might admit, but the proponents of artificialism
seem to be going further than this. The apostles of artificialism appear to claim that only certain
methodologies fulfill the criteria of opportunism and evaluability, usually the methods of the
automated systems. “Hence, artificialism is just a general form of (plural) Al takeover” - some-
one may say. [ have repeatedly argued that this is not the case. Weak versions of artificialism do
not force automated system methods on other disciplines. All fields of rationality can maintain
their own practices, so long as they work in a provable manner. This also holds for the broad
varieties of artificialism. Adherents to broad-weak artificialism claim that the methods of the
automated systems are the best methods we have, but that in itself does not yet mean that they
have to be adopted in all other fields of inquiry. It might even be impossible to do so. Perhaps
automated systems simply cannot offer an alternative to discourse analysis, although, according
to the supporters of broad-weak artificialism, discourse analysis can never produce results as
reliable as those produced by automated systems.

Nevertheless, it is true that in some cases the sympathizers of artificialism have to say that
certain ways of decision-making are inapt because they are inevaluable or there are more reli-
able methods for generating decisions with roughly the same resources. In such situations, a
definition of whether they are instances of reprehensible Al takeover or praiseworthy rational
process, in short, became just an empirical question. In every case, we have to examine which
methods actually are better for the given goals and ask if they are truly evaluable. So, in the end,
it is an empirical matter whether someone is guilty of unacceptable artificialism in the sense of
Al takeover.

Perhaps the opposition to artificialism is often motivated by the fact that, in some instances,
broad-strong artificialism can be very close to or even amount to Al takeover. Artificialism
brings forth important methodological issues that can have important implications for epistemic

practices. The three other forms of artificialism can avoid the two global arguments consid-
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ered here. Obviously, this does not imply that they are otherwise equally good positions, but
assessing them is not the focus of this paper.

I also think that one cannot simply appeal to evaluable reliability or epistemic opportunism
if one also wants to uphold an epistemic difference between different artificial fields. Therefore,
the problem with the ongoing discussion is also why the more plausible and popular versions
of artificialism are equally criticised as less plausible and popular. As I mentioned in Section 2,
the definitions of artificialism are, for a large part, those of opponents of artificialism. This may
have something to do with the way the main objections arise from the assigned versions of artifi-
cialism. Mine overarching thesis is that these versions are by no means necessary and that none
of the objections covered in this paper hold up against sophisticated varieties of artificialism.

Further critique of artificialism along the lines I presented needs to challenge the method-
ological principles that were set forth. This means that one has to consider what the inevalua-
bility of reliability would be and what the role of reliability is with respect to rational claims.
This shift to methodological issues will, one hopes, lead the artificialism debate to more fruitful

pastures in the future.
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