
Thirty-Third European Conference on Information Systems (ECIS 2025), Amman, Jordan                                                1 

Digital Appendix to: 

MAY I SPEAK TO THE DRIVER? EXPLORING DESIGN 

PRINCIPLES FOR A VIRTUAL IN-VEHICLE ASSISTANCE 

SYSTEM APPLIED IN ROAD-BASED AUTONOMOUS 

PUBLIC TRANSPORT 

Johannes Staritz, Hochschule Hannover, Hannover, Germany, johannes.staritz@hs-

hannover.de 

Phillip Oliver Gottschewski-Meyer, University of Hildesheim, Hildesheim, Germany, 

gottschewskimeyer@uni-hildesheim.de 

Paul-Ferdinand Steuck, University of Hildesheim, Hildesheim, Germany, steuckp@uni-

hildesheim.de 

Amilia Froehlich, Hochschule Hannover, Hannover, Germany, amilia.froehlich@stud.hs-

hannover.de 

Timo Strohmann, University of Münster, Münster, Germany, timo.strohmann@ercis.uni-

muenster.de 

Maylin Wartenberg, Hochschule Hannover, Hannover, Germany, maylin.wartenberg@hs-

hannover.de 

File Description 

This file contains the digital appendix to the study, entitled "May I Speak to the Driver? Exploring 

Design Principles for a Virtual In-Vehicle Assistance System Applied in Road-Based Autonomous 

Public Transport." 

 

Keywords: Public Transport, Autonomous Mobility, In-vehicle Assistance, Design Principles. 

  



Digital Appendix MISttD 

Thirty-Third European Conference on Information Systems (ECIS 2025), Amman, Jordan                                2 

Appendix 

Project Location Timeframe Details Source 

Volkswagen 
ID.Buzz AD & 

MOIA 

Hamburg, 

Germany 

Since 2023 Autonomous 
minibuses for urban 

ride-pooling 

service. 

Lauterbach, J. (2024, November 28). „Dieses Fahrzeug ist der 
Gamechanger“. Welt. 

https://www.welt.de/regionales/hamburg/article254570816/Autonomes-

Fahren-Dieses-Fahrzeug-ist-der-Gamechanger.html 

KelRide Kelheim, 

Germany 
Since 2022 Autonomous 

minibuses service 

in a rural setting. 

Landkreis Kelheim (2023). KelRide - Weather-Proof Smart Shuttle. 

https://kelride.com/ 

Autonomous Bus 
(Deutsche Bahn 

& EasyMile) 

Bad Birnbach, 

Germany 

2017–2024 Autonomous 
minibuses 

integrated into 

public transport. 

ioki GmbH (2022, August 5). Autonomous shuttles in Bad Birnbach – 
or why you find the future of public transport in rural areas. 

https://ioki.com/en/autonomous-shuttles-in-bad-birnbach-future-of-

public-transport/ 

Swiss Transit Lab Schaffhausen, 

Switzerland 
2018-2019 Autonomous 

minibuses 

integrated into 

public transport. 

Swiss Transit Lab (2025). Die Linie 12 des Swiss Transit Lab. 

https://www.swisstransitlab.ch/de/projekte/linie-12/ 

Navya & 

Keolis Shuttle 

Service 

Châteauroux, 

France 

Since 2020 Autonomous 

minibuses on 

predefined routes. 

Navya (2020, October 19). Keolis and Navya take a new step in 

autonomous mobility with the entry into service of their first shuttle 
without an onboard safety operator, in Châteauroux, France. 

https://www.navya.tech/en/keolis-and-navya-take-a-new-step-in-

autonomous-mobility-with-the-entry-into-service-of-their-first-shuttle-

without-an-onboard-safety-operator-in-chateauroux-france/  

Waymo & Cruise 

Robotaxis 

San 

Francisco, 

USA 

Since 2021 Autonomous taxis 

with no safety 

drivers. 

Waymo LLC (2025). Redefine how you move around San Francisco. 

https://waymo.com/waymo-one-san-francisco/ 

Autonomous 

Shuttles (Navya 

& JTA) 

Jacksonville, 

Florida, USA 
Since 2018 Testing 

autonomous 

shuttles for public 

transport. 

Jacksonville Transportation Authority (2025). Ultimate Urban 

Circulator. https://u2c.jtafla.com/ 

Autonomous Bus 

Pilot (ST 

Engineering & 

LTA) 

Singapore Since 2019 Public road trials of 

autonomous buses. 

Government of Singapore (2025, January 27). Request for Proposals 

for the Pilot Deployment of Autonomous Buses for Public Bus 

Services. 
https://www.lta.gov.sg/content/ltagov/en/newsroom/2025/1/news-

releases/request_for_proposals_for_the_pilot_deployment.html 

Baidu Apollo 
Autonomous 

Vehicles 

e.g., 
Guangzhou, 

China 

Since 2021 Autonomous buses 
and shuttles 

services in smart 

city projects. 

Silver. D. (2021, February 12). Baidu Launches Self-Driving Cars, 
Shuttles, Buses, Vending And Even Police Robots. Forbes. 

https://www.forbes.com/sites/davidsilver/2021/02/12/baidu-launches-

self-driving-cars-shuttles-buses-vending-and-even-police-robots/ 

Table A.1: Exemplary real-world applications of autonomous public transport. 

https://www.welt.de/regionales/hamburg/article254570816/Autonomes-Fahren-Dieses-Fahrzeug-ist-der-Gamechanger.html
https://www.welt.de/regionales/hamburg/article254570816/Autonomes-Fahren-Dieses-Fahrzeug-ist-der-Gamechanger.html
https://kelride.com/
https://ioki.com/en/autonomous-shuttles-in-bad-birnbach-future-of-public-transport/
https://ioki.com/en/autonomous-shuttles-in-bad-birnbach-future-of-public-transport/
https://www.swisstransitlab.ch/de/projekte/linie-12/
https://www.navya.tech/en/keolis-and-navya-take-a-new-step-in-autonomous-mobility-with-the-entry-into-service-of-their-first-shuttle-without-an-onboard-safety-operator-in-chateauroux-france/
https://www.navya.tech/en/keolis-and-navya-take-a-new-step-in-autonomous-mobility-with-the-entry-into-service-of-their-first-shuttle-without-an-onboard-safety-operator-in-chateauroux-france/
https://www.navya.tech/en/keolis-and-navya-take-a-new-step-in-autonomous-mobility-with-the-entry-into-service-of-their-first-shuttle-without-an-onboard-safety-operator-in-chateauroux-france/
https://waymo.com/waymo-one-san-francisco/
https://u2c.jtafla.com/
https://www.lta.gov.sg/content/ltagov/en/newsroom/2025/1/news-releases/request_for_proposals_for_the_pilot_deployment.html
https://www.lta.gov.sg/content/ltagov/en/newsroom/2025/1/news-releases/request_for_proposals_for_the_pilot_deployment.html
https://www.scmp.com/
https://www.forbes.com/sites/davidsilver/2021/02/12/baidu-launches-self-driving-cars-shuttles-buses-vending-and-even-police-robots/
https://www.forbes.com/sites/davidsilver/2021/02/12/baidu-launches-self-driving-cars-shuttles-buses-vending-and-even-police-robots/
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Figure A.1. Workshop insights. 
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Literature Reviewed 

[Number] Short reference 

1 Hollebeek et al. 2024 

2 Boffi 2020 

3 Lawson-Guidigbe et al. 2020 

5 Lang et al. 2024 

6 Riedl 2022 

7 Clark et al. 2024 

9 Kaufman et al. 2024 

11 Burggraf et al. 2022 

12 Li et al. (2019) 

13 Lugano 2017 

14 Tenhundfeld et al. 2022 

15 Liu et al. 2024 

17 Gao et al. 2023 

18 Macrae 2022 

21 Large, Harrington, et al. 2019 

22 Knutzen et al. 2019 

23 Wang et al. 2021 

24 Detjen et al. 2020 

26 Flohr et al. 2021 

27 Wang et al. 2022 

28 Detjen & Schneegass 2022 

29 Cunningham 2023 

30 Wallner et al. 2022 

31 Premstaller et al. 2023 

34 Kaplan et al. 2023 

37 Yue und Li 2023 

38 Lawson-Guidigbe et al. 2023 

41 Kong et al. 2021 

43 Kuberkar & Singhal 2020 

46 Bawack & Desveaud 2022 

51 Renner et al. 2021 

55 Heinbach et al. 2021 

58 Seeger et al. 2018 

59 Voinescu et al. 2018 

60 Uzan et al. 2023 

63 Williams & Breazeal 2013 

64 Koo et al. 2015 

65 Large et al. 2017 

66 Waytz et al. 2014 

68 Du et al. 2019 

70 Antrobus et al. 2019 

73 Forster et al. 2017 
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75 Ekman et al. 2018 

77 Cramer et al. 2008 

78 Eyssel et al. 2012 

79 Hock et al. 2016 

80 Kraus et al. 2016 

81 Tanaka et al. 2017 

82 Frison et al. 2019 

85 Large, Clark, et al. 2019 

86 Large, Burnett, et al. 2019 

88 Verberne et al. 2015 

89 Dong et al. 2020 

90 Ruijten et al. 2018 

91 Antrobus et al. 2018 

Table A.2. Literature Reviewed including consecutive numbers. 

 

TAP no. Area of expertise Professional title Experience Evaluated subject 

1 Automotive, software engineering company Site manager 18 Years MRs (Contentual) 

2 Design science research, university Associate professor 10 Years DPs (Method) 

3 Design science research, university Research associate 7 years DPs (Method) 

4 Mobility, data analytics company Senior developer 13 Years DPs (Contentual) 

5 Mobility, public transport authority Project engineer 7 Years DPs (Contentual) 

6 Mobility research, non-profit company Project manager 11 Years DPs (Contentual) 

Table A.3. Details of the experts involved in the think aloud sessions. 
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Figure A.2. Visualisation of the derivation process. 
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Antrobus, V., Large, D., Burnett, G., & Hare, C. (2019). Enhancing Environmental Engagement with 

Natural Language Interfaces for In-Vehicle Navigation Systems. Journal of Navigation, 72(3), 

513–527. 

Bawack, R., & Desveaud, K. (2022). Consumer Adoption of Artificial Intelligence: A Review of 

Theories and Antecedents. In T. X. Bui (Ed.), Proceedings of the 55th Annual Hawaii 

International Conference on System Sciences: January 3-7, 2022 (pp. 4306–4315). Department 

of IT Management Shidler College of Business University of Hawaii at Manoa. 
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 he  I A needs access to the in ormation base ensuring antromor hism.   ,  ,   

 he  I A needs to communicate antro omor hic.    , 2 ,  , 4 ,   ,   ,    
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 he  I A needs robust securit  measures.  2 , 82 
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 he  I A needs to ada t to meet  assengers needs and  re erences.   ,   , 2  

 he  I A needs to allo   or ada tation to achieve similarit   ith  assenger.  2 ,  2,  4 

 he  I A needs to allo   or customization o  its visual and auditor  a  earance.  2 ,    
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 he  I A needs to communicate naturall .  2 ,    

 he  I A needs an ade uate conversational st le.  28,   ,   ,   

 he  I A needs to  eature ade uate  ind o  language.    , 2 ,   ,    

 he  I A needs to be embodied and be able to communicate  or acce tance.  2  

 he  I A needs to communicate sim le and eas .  28 

A
cc
es
si
b
li
t 

an
d

in
cl
u
si
o
n

 he  I A needs to be inclusive.   ,  ,    

 he  I A needs to be accessible  or  eo le  ith s ecial needs.    ,  0 

 he  I A needs to be accessible  or all  ind o   eo le including their individual  ea nesses and needs.   ,    

 he  I A needs to ensure multi language accessibilit .  28 
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 he  I A needs to be ca able o  technicall   rosessing re uired in ormation.   8,   ,  ,    

 he  I A needs technical ca abilities  or  re erence settings.    ,  0 
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 he  I A needs to ade uatel   rovide in ormation.   ,  , 2  

 he  I A needs to  rovide ade uate in ormation.    ,  ,   

 he  I A needs to  resent additional In ormation ade uatel  .    ,  , 2 , 28,  0 

 he  I A needs to  rovide in ormation a  l ing an ade uate mode.    

 he  I A needs to  rovide use ul  e   unctions.     

 he  I A needs to  rovide conte t sensitive in ormation and recommendations.   ,  ,    

 he  I A needs to  eature ade uate voice .   ,   , 8  
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 he  I A needs to concider travellers sa et  . 28,  ,  8,    

 he  I A needs to react to critical situations ade uatel .  28,   

 he  I A needs to react ade uatel  to emergencies.  28,  ,  0 

 he  I A needs to enable e ternal su  ort to ensure sa et  .   8 

 he  I A needs to ensure in vehicle com ort.   ,  ,   ,    
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 he  I A needs to concider users cognitive load.   , 28, 2  

 he  I A needs to  rioritize use ulness and  unctional su  ort over com ort.     

 he  I A needs to align  ith legal regulations.   8, 2  

 he  I A needs to interact res onsivel   ith user data.  2  

 he  I A needs to establish clear user e  ectations  rom the outset.    ,    

 he  I A needs to ada t to meet  assengers needs and  re erences.   ,   , 2  
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 mbod ment leads to  erceived use ulness.  8 , 2  

Greater anthro omor hism and embodiment lead to a higher  erceived social  resence.  2  

Anthro omor hizing (such as human li e a  earance or voice) leads to an increase o   ositive attitude.     

Anthro omor hism leads to a lac  o  s stem trans arenc .  2  

Anthro omor hism leads to trust re air.    , 2  

.  80, 2 ,   , 8 , 4 , 2 ,

 0,  8 

Utilizing anthro omor hic elements leads to an enhancement in li abilit .  2  

Anthro omor hic cues lead to users  trust in the s stem.   8 

Anthro omor hic cues lead to higher  erce tion o  sa et  and  oster res onsible usage.  22 

 mbodiment leads to higher  erceived com etence,  armth, and social  resence  hile avoiding e tra visual distractions.  8 , 2  

An embodied a  earance o  the   I A leads to reduced  or load and stress.  2 ,    

 mbodiment, including stereosco ic  D visualized anthro omor hic assistants, leads to reduced  erceived  or load, stress allevia 

tion, and  otentiall   osters sa et  conscious behavior  hile mitigating ina  ro riate s stem usage.  22, 2  

 imilarit  to the  I A through anthro omor hized elements lead to a more  ositive  erce tion o  the  I A as  ell as trust.   8, 8  

Anthro omor hizing nonhuman agents through human li e a  earance, voice, or discernible  eatures leads to increased  ositive

attitudes, trust, li abilit , and human li e attributions,  otentiall   ostering sa et  conscious behaviors and mitigating ina  ro riate

s stem usage.    , 22,   , 8 , 88 
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Ade uate s stem  er ormance leads to trust.  28 
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 uman li e voice re airs and rein orces trust.     
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 roviding conte tuall  relevant in ormation to users leads to o timal decision ma ing based on their constraints,  hile lac ing con 
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Faciliating Conditions lead to an increase o  ado tion intention.  4  

Familiarit   ith  no n AI technologies leads to trust  erce tion and su  orts the trans er o  trust.   4,    

 imilarti  to alread   no n s stems leads to higher user acce tance and com ort.   4 

  stem design, environment and conte t leads to a variation o   assenger e  ectations o  the  I As ca abilit .   4 
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It is needed to consider  ossible chatbot aversion and biases that  ossibl  arise during AI design.   0, 2  

It is needed to be considered that users need the sense o  control.  2 ,    
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We  ant the  I A to  resent consistent, trust orth  In ormation in multi le languages.

We  ant the  I A to give in ormation during the  ourne .

We  ant the  I A to give in ormations in an emergenc .

We  ant the  I A to  resendt needed in ormation be ore the tri .

We  ant the  I A to  resent  urther in ormation at the end o  their  ourne  .
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In
te
r 
ac
e We  ant the  I A to be reached b  various communication triggers and  h sical buttons.

We  ant the  I A to enable communication through audio, visual dis la s and ha tic  eedbac .

We  ant the  I A to achieve a barrier  ree communication  ith the vehicle.

We  ant the  I A to be  resentet in a multi media  a .
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et
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n
g We  ant the  I A to recognise  roblems in the vehicle.

We  ant the  I A to react to  roblems in the vehicle.

We  ant the  I A to control environmental  actors that could lead to greater  assenger  ell being.

We  ant the  I A to give individual su  ort that is re uired.

                 

 he  I Ashould utilize a  ersonalized in ormation base to recognize and res ond to emotions, mood, behavior, and situational con 

te t, ada ting its res onses to individual user needs to create a  roactive,  ersonalized, and anthro omor hic interaction.   ,  ,  ,    

 he  I Ashould incor orate anthro omor hic  eatures in a balanced  a  to  oster trust, li abilit  , and social  resence,  hile main 

taining trans arenc  to avoid over trust, negative im acts on user  erce tion, and  otential discom ort related to overl  human li e

interactions.  80, 2 ,   , 8 , 4 , 2 ,  0,  8,   ,   , 88,   ,   ,    

 he  I Ashould be re resented as a human li e avatar or embodied agent  ith a discernible a  earance,  ostering com ort, com e  

tence, sociabilit  and to enhance trust, acce tance, and  erceived use ulness  hile reducing stress and avoiding visual distractions or

unrealistic  er ormance e  ectations.  28, 2 ,  0, 8 ,   ,  2,   , 22,   , 8 ,   ,  4,  0,  , 8 , 82,    

engage  ith the s stem.     

 he  I Ashould incor orate attributes similar to the user s o n (e.g.,  ersonalit  traits) and use em athic e  ressions to  oster trust,

emotional connection, and com anionshi , enhancing com ort and engagement, es eciall  on longer  ourne s.   8, 8 , 2 , 2 ,    

 he  I Ashould use an aestheticall   leasing design  ith intuitive visual cues (such as directional motions), along  ith te t,  UD

s mbols, audio announcements, and ha tic  eedbac  to deliver clear  

t , com ort, and accessibilit   hile reducing distrust.  24, 82, 8 , W  

strain.   0, 2 ,    

 he  I Ashould use natural, conversational language  ith  oliteness, ada table dialogue st les, and  riendl  small tal , a  l ing

social eti uette and human li e voice recognition to match user  re erences,  oster com anionshi  and trust, reduce cognitive load,

enhance sa et  , and im rove com ort and acce tance during longer  ourne s.  8 , 2 , 2 , 2 ,  0, 8 ,   ,   ,   ,   , 4 ,  ,  , 24,   ,

80 

 ersonalized, relatable interaction.  8 , 2 ,  2,  4 

recommendations  and ada ting communication st le to enhance user e  erience,  satis action,  com ort,  engagement,  trust, and a sense

o  control throughout the  ourne .   ,   , 2 ,  , W ,  ,  0, 88 

 he  I Ashould align  ith user mental models b  ada ting communication, inter ace elements, and social signals to the environ 

ment and conte t to ensure intuitive, em athetic, and relevant interactions.   4,  ,   ,   ,  2,    

 

hancing  re erence,  hile  rioritizing conversational st le over  h sical embodiment  or greater im act on user  erce tion.  2  

 he  I Ashould recognize that changes in attributes li e voice, gender, or a  earance ma  have minimal im act on user acce tance,

 

rences, and situational conte t, and address  rivac  and securit  concerns to  ersonalize interactions and enhance trust in a human  

li e manner.    , 2 ,  ,   

(e.g., climate, ol actor  settings), to create a  leasant and trust enhancing travel e  erience.    ,  W ,  ,  ,   ,  0,    

 he  I Ashould integrate  ith in vehicle s stems (e.g., telematics, entertainment) to  rovide ada tive, conte t a are assistance,

using real time data and rein orcement learning to assess  assenger states, control the interior environment, and  acilitate natural

interactions that enhance sa et  and reliabilit  .   ,   ,  8,    

 he  I Ashould  ossess advanced real time  rocessing ca abilities to handle multimodal in uts li e te t, voice, and image data to

su  ort sa e, res onsive, and intuitive interactions that enhance user acce tance.    , 22, 2 ,    

 he  I Ashould enable human inter erence, e.g., su  orting situational a areness and scene management,  hile being monitored b 

dedicated sa et  teams  ith the authorit  to  ause o erations, investigate, and monitor the  I Ato maintain sa et  standards.   8, 28 

 he  I Ashould recognize and address  roblems in the vehicle b  clari  ing threat situations,  erceiving inter ersonal tensions,

conducting s stem diagnostics, and balancing surveillance measures  ith data  rotection to ensure  assenger  rivac .  W  

 he  I Ashould em lo  an aestheticall   leasing design  ith intuitive visual cues (such as directional motions), along  ith emoti 

cons and  ersonalized non verbal cues, to enhance usabilit  , reduce distrust, and  oster social connectedness, thereb  increasing user

engagement and creating a dee er bond  ith the s stem.  82, 8 ,    

 he  I Ashould  rioritize usabilit , aesthetic consistenc , and goal oriented su  ort to reduce distrust and  acilitate users in achie 

ving their ob ectives  ithout hindrance.  82, 4  

distractions.   ,  ,  ,   ,   , 8  

 he  I Ashould  resent concise and conte t sensitive in ormation to minimize cognitive load, enhance com ort, and su  ort in or 

med decision ma ing b  aligning  ith user constraints and ada ting based on stress levels and accessibilit  needs.   0,   ,  , 2 , 28,

2 ,   ,  4, W ,   

 he  I Ashould  rovide an intuitive and ad ustable inter ace and deliver auditor  in ormation  or com le  tas s,  ostering initial

com ort and ensuring clarit  to enhance user trust and res onse management during incidents.    ,   

 he  I Ashould incor orate  amiliar  unctionalities and recognizable elements  rom  o ular virtual  ersonal assistants to enhance

user com ort,  acilitate trust trans e r, and increase acce tance b  aligning  ith users   rior e  eriences.   4,    

 

athetic res onses and interactive o tions, enhancing accessibilit , im roving mood, and ensuring  unctional su  ort  or diverse users.

   , 28, W ,   ,    

 he  I Ashould  rovide accessibilit  o tions and ensure eas  access to essential in ormation  or vulnerable users, including those

 ith disabilities and cognitive im airments.   ,  0,    

 

sion,  hile striving to eliminate biases and ensuring  air re resentation o  diverse demogra hics in  AI based interactions.   0, 2  

 he  I Ashould  acilitate social interactions that  oster engagement across age grou s,  ith a  articular  ocus on su  orting elderl 

 assengers in sta ing connected and activel   artici ating in societal li e.  2 

 he  I Ashould enable the  rovision o  voluntar   eedbac  to sta eholders, including voice records  rom sa et  chec s and insights

 rom  assenger e  eriences, to su  ort continuous im rovement and sa et  monitoring.     

 he  I Ashould  rovide selected, conte t sensitive in ormation and  roactive guidance on vehicle  no ledge,  ourne  conte t, and

localization to ensure sa et  , orientation, and engagement,  hile minimizing distractions.   ,  , 8 ,  0, W ,   ,  ,    

documenting incidents accuratel  to enhance sa et  , trust, and coordinated emergenc  res onses.  W ,  8, 28,  ,  0, 24 

 he  I Ashould  rovide continuous real time localization and orientation su  ort to alleviate an iet  and enhance sa et  during the

 ourne .   ,  0,    

 revent  otential breaches or hac ing.  2 , 82 

  4,  8,   ,  0, 24,  0,   , 2 ,   , 2 ,   

 he  I Ashould interact res onsibl   ith user data, trans arentl  communicating data collection, usage, and decision ma ing

 rocesses to address  rivac  concerns,  oster user trust, and encourage com ort in in ormation sharing, es eciall  in shared  ourne s.

 2 , 82 

 he  I Ashould establish clear e  ectations  rom the outset, sha ing the user s mental model and interaction st le,  ostering trust,

and allo ing  or the gradual introduction o   roactive assistance.    ,    

su  ort users.    ,   ,  4 

and user intentions, and ensuring sa e learning  rom s stem  ailures to  rotect  ersonal in ormation and  revent securit  breaches.

   ,  8, 2  

                                                      

                   

                         

For the develo ers o  a  irtual In vehicle Assistant ( I A)    

com ort as  ell as  assengers   illingness to engage  ith the s stem and sha e the mental model   o   assengers

   

                  

the mechanism  ocuses on establishing clear and  ositive e  ectations, that enable the gradual introduction o   roac 

tive assistance    . For e am le, u on entering the A   vehicle, the  assenger is greeted and in ormed o  the rele 

vant details (e.g. ho  to secure a bic cle during trans ortation)    . Additionall , it incor orates  amiliar  unctiona 

lities and recognizable elements  rom  o ular virtual  ersonal assistants as  ell as  ell  designed interior         

        

 he incor oration o  essential  unctions, including the abilit  to  ersonalise  re erences (contrast,

brightness, te t size, la out), access to internet search ca abilities, and  ourne   lanning tools (creation,

vie ing, editing o   uture  ourne s), has been demonstrated to enhance usabilit  and user convenience

design ( en atesh et al., 200 ).  he integration o  in vehicle s stems and the utilisation o  multimodal

technologies and sensors  acilitate the regulation o  the vehicle s interior environment and the assess  

ment o   assenger state.   he s stem s reaction can be im roved through the utilisation o   ein orcement

the W  conducted  ro ose that controlling environmental  actors, including room climate ad ustments,

voice cancelling  eatures, climate regulation, and ol actor  customisation, ma  enhance  assenger  ell 

being and create a  leasant and trust enhancing travel e  erience.   he success ul com letion o  tas s that

assist  assengers in achieving their ob ectives engenders  ositive emotions,  hereas  ailure can  reci i  

tate  eelings o   rustration and an iet  ( ong et al., 202 ).  An aestheticall  consistent design enhances

the  I A s  erceived social  resence, creating a more engaging and trust orth  interaction e  erience

(Ge en et al., 200 ).   he consistenc  o  usabilit  and aesthetic design has been sho n to reduce distrust

(Frison et al., 20  ) ( ).

                 can be  ound in the literature numbered    ,  4,   ,   ,     in  able A. in the digital  A  endi 

                                           

                   

                         
For the develo ers o  a  I A    to enhance user e  erience, acce tance, trust, engagement, satis action, com ort,

emotional connection, and a sense o  control, and com anionshi  throughout the  ourne     or  assengers    

                  

the mechanism involves that the  I A incor orates attributes li e the user s o n, such as  ersonalit  traits    .

It em lo s conte t sensitive trust re air tactics, considering timing and violation severit     .  ocial interactions

utilizing inter ace elements and social signals to the environment are  acilitated and  ersonalized su  ort is  rovided

ada table communication st les    . We learned there are three  a s to let more than one  assenger interact (e.g.,

 hone  ith head hones, individual dis la s, or one dis la   ith voice recognition and seat localisation)        .

        

 ersonalized interactions that mirror the user s  ersonalit  traits and  re erences strengthen engagement

and trust, consistent  ith the  rinci les o   imilarit  Attraction  heor  (B rne,     ). B  ensuring

conte tuall  relevant  ersonalized interactions and enhancing engagement across age grou s via anthro  

 omor hized  eatures such as small tal  (Large, Clar , et al., 20  ), acce tance and com anionshi  is

 ostered and ultimatel  lead to a higher sense o  control and enhanced level o  trust in the   I A ( raus et

al., 20  ). I  trust is violated, trust re air tactics in  orm o  verbal res onses such as a olog  and substan 

( au man et al., 2024) as  ell as the emotional connection (Large,  arrington, et al., 20  ) ( ).

                 
can be  ound in the literature numbered  2,  ,  ,  ,  2,  4,   ,   , 2 , 22, 2 ,   ,  0,   ,   ,   ,  8, 8 ,

88  in  able A. in the digital A  endi .

                                   

                   

                         

For the develo ers o  a  I A    to enhance social  resence,  assenger engagement and acce tance  hile reducing

unrealistic e  ectations, avoiding over trust and discom ort  rom overl  human li e interactions    or  assengers

   

         

     ith a discernible

a  earance in a balanced manner    . A  I A should em lo   oliteness , ada table dialogue st les, and  riendl 

small tal , incor orating social eti uette and human li e voice recognition    . Additionall , the  I A has a name,

, age, and tone    . Finall , ensuring congruenc 

bet een the agent s voice and a  earance,  ith a  ocus on conversational st le over  h sical embodiment    . For

e am le, a  assenger could be greeted em athicall  b  Laura (the  I A), 24,  emale  ho chit chats  ith the  assen 

ger and is re resented as an avatar clothed in a uni orm    .

        

 he attribution o  emotions, consciousness and  urther human li e attributes to machines, re erred to as

li abilit  in the  assengers   erce tion o  the  I A (Large,  arrington, et al., 20  ).  he design em lo 

 s balanced anthro omor hic  eatures, aligning  ith the  hree Factor  heor  o  Anthro omor hism, to

create relatable humanli e attributes  ithout triggering discom ort (Wa tz et al., 20 4).  he mechanisms

ang

et al., 202 ). Although embodiment  osters  erce tion o  com etence ( Wang et al., 202 ) and there ore

increases acce tance, U  (La rge, Burnett,   Clar , 20  ) and trust (Liu et al., 2024), the conversational

st le should be  rioritized over  h sical embodiment because it enhances trust and a sense o  control

more (Wang et al., 202 ).  he balanced use o  anthro omor hic cues is essential to  revent the uncann 

al., 20 2) ( ).

                 
can be  ound in the literature numbered   ,  2,  4,   , 2 , 22, 2 , 24, 28,  0,   ,  8, 4 , 4 ,   ,   ,   ,

  ,  0,   , 80, 82, 8 , 8 , 88, 8 ,  0,     in  able A. in the digital  A  endi .

                                

                   

                         For the develo ers o  a  I A    to enhance accessibilit  and inclusivit     or diverse  assengers    

         

the mechanism includes  roviding accessibilit  o tions and ensuring eas  access to essential in ormation ,  articu 

larl   or  assengers  ith disabilities and cognitive im airments    .  ne e am le is the usage o  sign language

 or visuall  im aired  eo le   . It utilizes accessible language and su  orts multi le languages through em athetic

res onses and interactive o tions    

        

because the absence o  a driver could  otentiall  result in a lac  o  e ualit   or individuals  ith limited

 h sical and mental ca abilities, thereb  de riving them o   artici ation in A   mobilit . It is im erative

to ensure these vulnerable individuals can en o  the same U  as those  ithout disabilities, as other ise,

the  cannot move  reel  in  ublic s aces (c . Uzan et al., 202 ).   his can be achieved b  the utilization o 

Lang et al., 2024)  hich considers  sensor ,  h sical and cognitive im airments associated  ith older

age  ( oinescu et al., 20 8,  . 448) ( ).

                 can be  ound in the literature numbered   ,   , 28, 2 ,  0,   ,   ,  0  in  ableA. in the digital A  endi .

                                                         

                   

                         
For the develo ers o  a  I A    to su  ort decision ma ing and enhance user sa et , com ort and trust     or  ass  

engers    

         

ada tation to tas  re uirements,  hile minimising distractions    . It  resents concise, conte t sensitive in orma 

tion and trans arent e  lanations o  the  I A s decisions, to reduce cognitive load, user constraints, stress levels

and an iet  during critical events    . Additionall , it  rovides  roactive guidance on vehicle  no ledge,  ourne 

conte t, and continuous real time localization and orientation    . For e am le, in the event o  a scheduled sto  at

a destination currentl  undergoing road construction, the  I A  rovides an e  lanation o  the situation and  resents a

selection o  alternative sto  o tions to the  assenger, ensuring that the destination can be reached in an  case    .

        

 

reb  increasing the trust orthiness o  the s stem ( au man et al., 2024). Concise in ormation  rovision

 romotes the overall U  (Wang et al., 202 ). Additionall , the  rovision o  vehicle  no ledge, including

localization and orientation ensures sa e  ourne s (Lang et al., 2024  Uzan et al., 202 ).  o  oster trust

 rocess, or reassuring statements about its ca abilities ( au man et al., 2024) ( ).

                 
can be  ound in the literature numbered   ,  ,  ,  ,   ,   , 2 , 24, 2 , 2 , 28,   ,   ,  0,  4,  8,   ,   , 8 ,  0  in

 ableA. in the digital A  endi .

                   

                         
For the develo ers o  a  I A    ,

com ort, reliabilit , and trust    or  assengers    

         

the mechanism integrates  ith in vehicle s stems, such as telematics and in otainment, uses real time data and

rein orcement learning to assess  assenger states and manage the interior environment    .  he  I A em lo s an

ad ustable inter ace    

activities), and in vehicle environmental controls  or climate and ol actor  settings        . Finall , it involves

using consistent, goal oriented design, incor orating visual (e.g., emoticons, visual cues, directional motions combi 

ned  ith te t,  UD s mbols), ha tic (e.g., vibration) and auditive (e.g., audio announcements) modalities    .

        

 he incor oration o  essential  unctions, including the abilit  to  ersonalise  re erences (contrast,

brightness, te t size, la out), access to internet search ca abilities, and  ourne   lanning tools (creation,

vie ing, editing o   uture  ourne s), has been demonstrated to enhance usabilit  and user convenience

design ( en atesh et al., 200 ).  he integration o  in vehicle s stems and the utilisation o  multimodal

technologies and sensors  acilitate the regulation o  the vehicle s interior environment and the assess  

ment o   assenger state.   he s stem s reaction can be im roved through the utilisation o   ein orcement

the W  conducted  ro ose that controlling environmental  actors, including room climate ad ustments,

voice cancelling  eatures, climate regulation, and ol actor  customisation, ma  enhance  assenger  ell 

being and create a  leasant and trust enhancing travel e  erience.   he success ul com letion o  tas s that

assist  assengers in achieving their goals engenders  ositive emotions,  hereas  ailure can  reci itate

 eelings o   rustration and an iet  ( ong et al., 202 ).  An aestheticall  consistent design enhances the  I 

 A s  erceived social  resence, creating a more engaging and trust orth  interaction e  erience (Ge en

et al., 200 ).  he consistenc  o  usabilit  and aesthetic design has been sho n to reduce distrust (Frison

et al., 20  ) ( ).

                 
can be  ound in the literature numbered   ,  ,  ,   ,  4,   ,  8, 2 , 24, 4 ,   ,   ,  0,   ,  0,   , 8 , 82 

in  able A. in the digital  A  endi .

                                                  

                   

                         
For the develo ers o  a  I A    

data and home addresses    or  assengers    

         

legal re uirements and user intentions  hile enabling sa e learning  rom s stem  ailures    . It addresses  rivac 

and securit  concerns in a  ersonalized manner    . For e am le, it ma  be observed that the elderl  are more

 reoccu ied  ith the issue o  data sharing than  ounger generations    .  he  I A interacts res onsibl   ith user

data, trans arentl  communicating data collection, usage, and decision ma ing  rocesses, es eciall  during shared

 ourne s    . Finall , it  rioritizes robust securit  measures against  otential breaches or hac ing attem ts    .

        

In emergencies,  assengers ma  choose an unconventional action to  revent escalation (e.g., brea ing

a  indo  to get out o  the A   vehicle in an accident)  i  overl  strict revie  mechanisms re ect this, it

could  orsen outcomes, highlighting the need  or solutions that balance legal re uirements  ith user in 

tentions (Gao et al., 202 ). Additionall , investigating and learning  rom  ailures re uires sa et  relevant

data to be collected and to be readil  accessible and shared ( acrae, 2022). Furthermore, the level o  trust

individuals  lace in an entit  de ends on their concerns about  rivac ,  ersonal data securit , and the ris 

o  securit  breaches.(La rge, Burnett,   Clar , 20  ) ( ).

                 can be  ound in the literature numbered   ,  ,   ,  8, 2 ,   , 82  in  able A. in the digital  A  endi .

                                                  

                   

                         For the develo ers o  a  I A    to maintain sa et  standards and enhance trust    or  assengers    

         

the mechanism involves enabling human inter erence b  su  orting situational a areness and scene management

through dedicated sa et  teams  ho have the authorit  to  ause o erations, investigate, and monitor the vehicle    .

For e am le, it recognizes and addresses in vehicle  roblems b  clari  ing threat situations, identi  ing inter erso 

nal tensions    , and  er orming s stem diagnostics. For this, a  erson is tas ed  rom the control centre to assess

    .  he  I A also  rovides sta eholders  ith voluntar 

 eedbac  o  ortunities    , such as voice records  rom sa et  chec s and insights  rom  assenger e  eriences , to

su  ort continuous im rovement         

mediate access to emergenc  assistance in ormation and guiding  assengers in sel   rotective measures    

        

because the absence o  a driver in  A   s stems ma   resent a  otential health ris , as there is a  os 

incidents or emergencies  ithin the vehicle (e.g.,  acrae, 2022).  oreover, in the a termath o  accidents

al., 2020).  o rein orce the continuous im rovement o  these mechanisms,  eedbac   rom critical situati  

ons is em lo ed to enhance s stem  er ormance (e.g.,  einbach et al., 202 ) ( ).

                 can be  ound in the literature numbered   ,  8, 24, 28,   ,  0  in  ableA. in the digital A  endi .
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