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ABSTRACT 

 

 
 

In today's digital environment, data protection is one of the most sought-after industries. 

Information must be safeguarded to prevent third parties from misusing it for fraudulent 

purposes, such as phishing schemes and identity theft. Information security is achieved using 

security solutions, encryption, and other technology, as well as policies and processes. A typical 

system has many levels of protection ranging from physical to data-oriented to access and 

authorization control.  

 

In this project, we plan to incorporate computer vision techniques to carry out the authentication 

and authorization techniques. In online security systems, both authentication and authorization 

are critical. They verify the user's identity and enable them access to your website or application. 

We want to employ facial recognition for authentication, and after the user has been validated, 

he will be granted access to his account. The user's face will be always monitored during their 

contact with the App to ensure that the user is still present. The session information and the 

user's face will be constantly watched to prevent an authenticated user from leaving the chair 

and an intruder from gaining access to the account. In terms of authorisation, we intend to 

establish gesture-based clearance systems that follow the nomenclature used by the United 

States Department of Défense. Different hand gestures made by an authenticated system will 

take as different commands to switch the mode and let the user access his data objects whose 

sensitivity is lesser than the user mode. This can be helpful where in user must switch roles 

quickly on seeing someone approaching his desktop personally. 
 

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

 
 
 
 
 



3 | P a g e  

 

ACKNOWLEDGMENT 
 

 

 

We would like to express our gratitude towards our advisor Dr. Yasir Hamid also to our head 

department Dr. Nadal Hussein for their kind co-operation and encouragement which help us 

in completion of this project on information protection using facial and gesture recognition 

which can be implemented in organizations to provide authentication and authorization. 

 

 
 
 
 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

 



4 | P a g e  

 

TABLE OF CONTENTS 
 
 

ABSTRACT -------------------------------------------------------------------------------------------------------2 

 

ACKNOWLEDGEMENTS -------------------------------------------------------------------------------------3 

 

TABLE OF CONTENT -----------------------------------------------------------------------------------------4 

 
LIST OF TABLES -----------------------------------------------------------------------------------------------5 

 

LIST OF FIGURES ---------------------------------------------------------------------------------------------6 

 
1. INTRODUCATION --------------------------------------------------------------------------------------------7 

2. LITERATURE REVIEW --------------------------------------------------------------------------------------8 

2.1 GESTURE RECOGNITION ------------------------------------------------------------------------------9 

2.2 FACIAL RECOGNITION---------------------------------------------------------------------------------24 

 
3. MATERIAL AND METHODS -----------------------------------------------------------------------------39 

3.1 FACIAL RECOGNITION -------------------------------------------------------------------------------40 

3.2 GESTURE RECOGNITION ----------------------------------------------------------------------------40 

3.3 IMPLEMENTATION TOOLS --------------------------------------------------------------------------41 

3.4 PACKAGES -----------------------------------------------------------------------------------------------41 

 

4. SPECIFICATION AND DESIGN --------------------------------------------------------------------------43 

 

4.1 FACIAL RECOGNTION -------------------------------------------------------------------------44 

4.1.1 PROGRAMMING -----------------------------------------------------------45 

4.1.2 SCREENS ---------------------------------------------------------------------46 

 

4.2 GESTURE RECOGNITION ---------------------------------------------------------------------47 

4.2.1 PROGRAMMING -----------------------------------------------------------47 

4.2.2 SCREENS ---------------------------------------------------------------------49 

 

5. IMPLEMENTAION METHOLODOGY ------------------------------------------------------------------51 

 

5.1 RESEARCH DESIGN ----------------------------------------------------------------------------54 

 

6. RESULTS AND EVALUATION ------------------------------------------------------------------------- 

7. PROJECT FINACIAL FEASIBILITY ----------------------------------------------------------------- 

 

8. CONCLUSIONS ---------------------------------------------------------------------------- 

 
9. REFERENCES ------------------------------------------------------------------------------ 

 

 

 

 

 



5 | P a g e  

 

LIST OF TABLES 

 

 

 

Table 1.1                                     Gesture recognition                                                           12 

 

Table 1.2                                      Facial recognition                                                             28 

 

Table 1.3                                      Registration table                                                              59 

 

Table 1.4                                      Secret table                                                                        59 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



6 | P a g e  

 

LIST OF FIGURES  

 
 

 

Figure 1.                            Flowchart                                                                         54 

 

Figure 2.                           Front page                                                                         55 

 

Figure 3.                          Registration page                                                               55 

 

Figure 4.                           Authentication page                                                          56 

 

Figure 5.                           Welcome page                                                                  56 

 

Figure 6.                          Secret creation                                                                    57 

 

Figure 7.                          Change mood                                                                     57 

 

Figure 8.                          Change mood                                                                     58 

 

Figure 9.                           Secrets                                                                               58 

 

 
 

 

 

 
 

 

 
 

 

 

 
 

 

 
 
 

 

 

 

 

 

 

 

 



7 | P a g e  

 

1. INTRODUCATION 

 

 

 
Cyber security refers to the collection of methodologies, technologies, and processes used to 

safeguard the confidentiality, integrity, and availability of computer systems, networks, and 

data from cyber-attacks or unauthorized access. 

Cybersecurity is critical because it safeguards all types of data against theft and loss. 

Sensitive data, personally identifiable information (PII), protected health information (PHI), 

personal information, intellectual property, data, and governmental and industry information 

systems all fall under this category. As a result, if you are uninformed of the importance of 

cybersecurity and fail to take preventative measures, you will most certainly face difficulties. 

Even little issues can develop to situations that are not only difficult to settle but potentially 

put your or others' safety at danger. 

 

Facial recognition technology gives your security system similar abilities to verify an 

individual’s identity by examining their face. This technology can be leveraged to identify 

people in videos and photos in real-time, as well as it uses biometrics to map faces and save 

recognizable features as verifiable data. This is an effective way to verify anyone’s identity.  

 

Besides having facial recognition, gesture recognition is as important as facial recognition, it 

is a technology aimed at providing live-time data to a computer to execute commands the 

user wants. The camera's motion sensor can perceive and interpret the person's movements as 

the primary source of data input.  

 

Having both facial & gesture recognition can help offer safety and security to the 

organization, not only be that, but it can also provide authentication and authorization to 

protect your organization’s information which is one of the most sought out fields in the 

current digital world. The purpose of this report is to illustrate the system which we’ve 

created which implements facial and gesture recognition, alongside customized forms and 

databases.  

the proposed system provides authentication by using facial recognition in which the user is 

verified, he is provided access to his account. At all points of user interaction with the App, 

the user face will be monitored to make sure that the user is still around. The session details 

and the user's face will be monitored constantly to avoid any case of an authenticated user 

moving from the chair and intruder trying to access the account. The system also provides 

authorization by using gesture-based clearance systems. Different hand gestures made by an 

authenticated system will take as different commands to switch the mode and let the user 

access his data objects whose sensitivity is lesser than the user mode. This can be helpful 

where in user must switch roles quickly on seeing someone approaching his desktop 

personally. 
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This chapter provides an extensive review of related works in the fields, all the works were 

segregated. subsection 2.1 talks about the work of gesture recognition, the second section 2.2 

talks about facial recognition. 

 

 

2.1 Gesture recognition 

 

Su M [1], proposed a set of augmented reality assistance systems which was built on smart 

glasses as a human-machine interface. It allows users to experience the system from a 

personal perspective through the pointing gestures that can show the relevant information of 

the object pointed by the finger and the corresponding virtual tool. Its proposed 

methods including pointing gesture capture, finger-pointing analysis, and virtual tool 

positioning and rotation angle are developed.  

  

Sharma [2], Talked deeper about the learning-based convolutional neural network (CNN) 

model is specifically designed for the recognition of gesture-based sign language. hand 

gesture recognition technique is presented for vision-based recognition of sign language. For 

this, a deep learning-based G-CNN model packed with compact representation 

is proposed, and 2 other architectures VGG11 and VGG-16 have been also examined and 

modified for the classification of sign language hand gestures.   

  

Authors in [3], The main purpose of this paper is, to implement the RNN model based on 

LSTM, Convolution Peephole LSTM, and GRU, which are used to train SEMG benchmark 

databases and find the correlation between the input SEMG and outputs gesture. assessments 

are carried out on the most popular benchmark datasets called NinaPro, Electromyography-

EMG, and UCI HAR Datasets. The convolution LSTM model achieved max training 

precision.  

 

Mahmoud A.G[4], discussed the CNN framework with multiple layers for accurate, effective, 

and less complex human hand gesture recognition has been proposed. The framework 

includes two main phases: feature extraction and classification. These phases include multiple 

layers, each of which was designed to obtain the best results for human hand gesture 

recognition. Extensive experiments prove that the proposed system provides excellent results 

of accuracy, precision, sensitivity, and F1-score.   

  

Tan in [5], EDenseNet is proposed for vision-based static gesture recognition. Talks about 

the importance of dense connectivity in dense blocks facilitate strong feature propagation and 

gradients flow in the network and the feature reuse eliminates the need for replicating 

features from earlier to latter layers., to improve the effectiveness of data shortage to improve 

generalization, several data expansion techniques are proposed for increasing the quantity 

and enhancing the variety of the training data.   

  

M. Verma [6], hand gesture recognition (HGR) allows machines to identify hand gestures 

and execute the relevant action. There is a need to amalgamate HGR with AI to design and 

develop touch-less interfaces. We propose a light-weighted end-to-end shallow network for 

HGR systems. Fit-Hand outperformed Deep Gestures and DeepConv HGR models over 

MUGD, Finger Spelling, and HANDS in terms of recognition accuracy over two 

experimental setups. The proposed framework is robust to all kinds of challenges presents in 

the HGR, which reflect the efficacy of the model to real-life applications. 

 



10 | P a g e  

 

E. Niloy [7], found that the system must be intelligent and powerful enough to detect, match 

and predict a character and the hand contour is drawn and the center of the palm is calculated 

using the Euclidean distance method. The system uses OpenCV's line drawing function to 

draw the tracking path, which in terms then is used to detect and recognize the character. The 

experiment was conducted on an Intel Core i5-8250U 1.8GHz CPU with 8GB of RAM and 

2GB of NVIDIA MX150 GPU card. The model was trained with a total of 23,040 images of 

the numerals and characters using Keras's image data generator. 

 

Authors in [8], In the data acquisition phase where the grey scale data of static signs are 

gathered employing high-quality camera images. The sign language recognition scheme 

follows four different phases, namely data acquisition, pre-processing, training the data set, 

and testing through CNN classifier. Dataset has different static signs which are gathered in 

the form of grey scale images. The image augmentation process involves expanding training 

images to create a modified image version. The accuracy of these modified images increased 

by 99.27% and 98.7% for sign language recognition, respectively. 

 

Authors in [9], This SLR system was able to recognize 26 Indian Sign Language gestures and 

used Principal Component Analysis (PCA) during the classification stage. Sign Language 

Recognition Systems (SLR) have two main types - wearable and video-based. The design of 

the sign language recognition system itself is a multi-step process. The first of these is the 

sign language recognition system itself. The components for the sign language recognition 

system can all be found in the same directory. The system's real-world function is to allow for 

real-time gesture recognition. A bespoke CNN will be created for the system which will not 

have been pre-trained on any previous data. 

 

Authors in [10], Sign language research aims to help the hearing impaired understand what 

healthy people say. The system uses American sign language and Arabic numeral gestures for 

model training. It also recognizes the user's voice or text converted to the corresponding 

English in sign language. The system is based on computer vision with four main features. 

The project builds Inception and V3 in the TensorFlow environment extracts image features 

from the ASL dataset. 

  

  

Narayan [11], System recognizes gestures given by only one hand, which it takes images data 

using the webcam of the computer, then pre-processing of the image is done using masking 

technique which is done with the Python programming Language using the CNN and it has 

three layers (Convolutional, Max-Pooling and Fully Connected), and masking technique for 

image pre-processing with the help of OpenCV module in python. An image that is given as 

input is predicted and the translation is done in the form of text, then converted to the audio 

used American Sign Language (ASL).  

  

Nair [12], Hand gesture recognition is broadly categorized into a 3-D model-based and 

appearance-based and is categorized into (3-D volumetric, 3-D Geometric, 3-D Skeleton, and 

hand shape according to the skeletal joints of a human hand). The components of the 

architecture model are: (1. Detector: observe the presence of a gesture in the frames of 

images provided as input, 2. Classifier: classify the gestures according to the training set data, 

3. Post-Computational Services, 4. Single-Time Activator: achieved, 5. Extraction of Gesture 

Using Open Pose, 6. Multi-Stage CNN Working).  
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Authors in [13], Convolutional neural networks can be used to accurately recognize different 

signs of sign language. This generalization capacity of CNNs (using the Microsoft Kinect) in 

spatiotemporal data can contribute to the broader research field on automatic sign language 

recognition. The artificial neurons in a CNN will connect to a local region of the visual field, 

called a receptive field. For the pooling method, we use max-pooling.  

 

Nandhini [14], Deep learning to know is a department of device attending to know that's 

primarily based totally on synthetic neural networks, to classify and detect the activity 

accurately, pre-trained models like CNN models are trained and accuracy can be obtained. 

The 4 phases of proposed methodologies are divided as: (1. Prepare dataset, 2. Frame 

Extraction and pre-processing 3. Model construction, 4. Model training and testing).  

  

 McCleary [15], A database of four different BSL hand gesture motions are presented in the 

form of micro-Doppler signals, recorded with a continuous waveform radar. For detecting the 

presence of the micro-Doppler signatures, joint time-frequency is applied by calculating their 

spectrograms. Each gesture is expected to contain unique spectral characteristics that are 

exploited to classify the novel explainable AI algorithm is implemented to give the user 

visual feedback, in the form of color highlights, for the most relevant features used to classify 

each signal.  Around nine billion individuals are hard of hearing and unable to speak. Since 

ordinary individuals are not trained on gesture-based communication, at the time of crisis 

passing on their message is troublesome. The Convolutional Neural Network (CNN) is used 

to train the model on different hand gestures . In this paper, they introduced an algorithm to 

recognize the Indian Sign Language (ISL). In their strategy, they have utilized 26 signs which 

address the situation of each of the five fingers . Key points are mapped using SIFT algorithm 

which represents a sign language. they introduced the different strategies for Hand motion 

and communication through signing acknowledgment. Various types of calculations are 

utilized to catch the signal and stance of the hand. This is helpful to remove the mathematical 

element which is important to frame a hand shape .  

  

Authors in [16], Sign Language is used by the deaf and voiceless to communicate with 

others. The main motive behind this system is to bridge the communication gap between the 

communities. Algorithms such as KNN, SVM, and CNN models were used to solve the 

problem . American Sign Language was created back in 1817 for deaf students. It was an 

attempt to represent the syntax and structure of the English language in the hands of students. 

By the year 1835, ASL was used as the language to instruct and communicate with the 

student in schools . Software is a system that serves as a translator and helps in understanding 

sign language by converting it to text and speech. It can also help someone with a voice to 

communicate with those who only understand hand sign language. With the help of the 

embedded camera, microphone and speakers, the system will capture real-time gestures and 

convert them to speech and text . K-nearest neighbors (KNN) is a classification technique that 

uses the vector space model to classify data points. The array of the image is classified 

according to most of the classes those k points belong to. The parameter k is always preferred 

to be an odd number since it would make the voting process easier. Choosing a small value of 

k means that noise will have a higher influence on the result. 

  

Authors in [17], We employ a pose-driven spatial attention strategy, which guides our 

proposed Static and Dynamic gestures Network—StaDNet .The Convolutional Neural 

Network (CNN) in StaDNet is fine-tuned on a background-substituted hand gestures dataset. 

It is utilized to detect 10 static gestures for each hand as well as to obtain the hand image-

embeddings . Moreover, we transfer the knowledge learned through the proposed 
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methodology to the Praxis gestures dataset, and the obtained results also outscore the state-of-

the-art on this dataset Automatic hand sign language identification from visual data is 

performed using the Restricted Boltzmann Machine (RBM), a deep learning technique. We 

examine how RBM, as a deep generative model, can generate the input data's distribution for 

improved recognition of unseen data. The model input considers two modalities, RGB and 

Depth, in three forms: original picture, cropped image, and noisy cropped image. The hand of 

these cropped photos is recognized using a Convolutional Neural Network on five crops of 

the input image (CNN). Following that, for each modality, three types of detected hand 

pictures are created and fed into RBMs . The proposed multi-modal model is trained on all 

and part of the American alphabet and digits of four publicly available datasets. It achieves 

state-of-the-art results on Massey University Gesture Dataset 2012, American Sign Language 

(ASL), and Fingerspelling A dataset.  

   

Bhadra [18], Nowadays, automatic recognition of sign language from hand gesture pictures is 

critical. People with hearing and speech disorders can benefit from the accurate detection and 

categorization of sign language. A deep multi-layered convolution neural network is 

suggested in this study for this purpose. In the deep multi-layered CNN structure, 32 

convolution filters with 3 x 3 kernel , LeakyReLU activation function, and 2 x 2 max-pooling 

operation were used in the suggested technique. In the output layer, the SoftMax activation 

function was utilized . The suggested method was tested using a database of hand gesture 

pictures that were both static (54000 images and 36 classes) and dynamic (49613 photos and 

23 classes). The suggested methodology's efficacy in detecting sign language is demonstrated 

by experimental findings. 

  

Table 1.1 Gesture recognition, demonstrate the techniques of each application, its 

performance, how it works, it’s the dataset, how the applications came out, drawbacks, and 

what can be done in the future. 
 
 

Table 1.1 gesture recognition 

Application  Technique  Dataset  Performance  

Metric 

Result  Drawbacks  Future  

Work 

Smart 

training: 

Mask R-

CNN 

oriented 

approach  

[1] 

R-CNN 

Mask R-CNN 

YOLO 

SSD 

 

The convolution layer 

is the core part of the 

network, creating 

different  

representations of the 

learning dataset, 

starting from more 

general ones  

at the first larger 
layers, becoming 

more specific at the 

deeper layers 

the client uses 

the Moverio BT-

300 smart 

glasses  

developed by 

EPSON, and the 

server developed 

using Unity. It is 

the core  
algorithm which 

performs object 

detection, 

pointing 

analysis, and 

virtual tool 

positioning and 

rotation angle 

analysis 

operations. 

show the 

relevant 

informati

on of the  

the 

object 

pointed 

by the 

finger 
and the 

correspo

nding 

virtual 

tool. 

 

object 

recognition 

in weak light 

conditions 

still  

reaching 

79%. 

skin color 

can be 
extracted, it 

is still 

affected by 

light. When 

facing 

insufficient 

light, it may 

affect 

gesture 

detection. 

affect the 

results for 

pre-

process

ing 

may 

need in 

the 

future 

to 

overco
me the 

light 

proble

m. 

do 

video 

and 

real-

time  

implem

entatio

n 
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the pointing 

analysis 

when 

wearing 

accessories 

on hands 

such as 

rings, 

watches, 

bracelets. 

improvement 

for gesture 

capture due 

to the error 

between the 
analysis 

angle and the 

actual angle 

less than 

1.32 degrees. 

 

 

 

Vision-

based hand 

gesture 

recognition 

using deep 

learning 

for the  

interpretati

on of sign 

language 

[2] 

LSTM  

SVM 

Dual-Hahn 

and 

krawtchouck. 

RNN 

 

24 and 36 static  

gesture of  

ASL. 

100 isolated  

signs of ISL. 

Chinese Sign  

Language 

 

The 

performance of 

this work is  

tested for the 

self-collected 43 

distinct ISL 

gestures and 

publicly 

available ASL 

dataset. 

the  G-CNN 

model achieves 
the highest 

classification 

accuracy of 

94.83%,  

99.96%, and 

100% 

 

 

 

 

ability to 

recogniz

e the 

complex 

signs of 

ISL with 

good 

recogniti

on results 

over the 

state-of-

art 
approach

es 

the error rate 

in real-time 

recognition 

of sign 

language 

the 

architec

ture of 

these 

deep 

learnin

g-based 

models 

can 

further 

be 

optimiz
ed  

for 

hand 

gesture 

recogni

tion 

and 

more 

detailed 

compar

ison 

can be  

made. 

sEMG 

pattern 

recognition 

based on 

recurrent 

neural 

network 

[3] 

LSTM,Convo

lution LSTM. 

 

Electro-Myography-  

EMG-Dataset.  

UCI HAR Dataset. 

Ninapro DB2. 

NinaPro, Electro-  

Myography-EMG. 

 

 demonstr

ated 

three 

LSTM  

models 

tested on 

different 

datasets 

with 

different 

paramete
rs as the 

additional 

challenges 

will arise due 

to a variety 

of factors, 

including 

signal 

instability, 

mechanical 

design, 

encoder 
accuracy, 

concent

rate on 

low-

cost 

implem

entatio

n and 

testing 

of the 

suggest

ed 
above-
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number  

of 

electrode

s, output 

gesture, 

several 

elements, 

and 

electrode 

placemen

t.  

The 

minimu

m 

training 
classifica

tion loss 

factor 

reached 

0.074.  

The 

minimu

m 

number 

of an 

electrode 

placed on 

the 

forearm/l

eg to 

give the 

best  
results 

are eight 

 

 

data 

gathering, 

and motor 

torque. 

knee 

exoskel

eton 

model. 

Convolutio

nal neural 

networks 
framework 

for the 

human 

hand  

gesture 

recognition 

[4] 

CNN 

 

Self-acquired dataset 

(more than 55000 

images). 
ASL dataset (36 

gestures from 5 

subjects). 

Hand-based near-

infrared dataset 

(20000 images for  

ten kinds of gestures. 

CGD dataset (50000 

images for 249 kinds 

of gestures. 

 

 

system 

performance 

was evaluated 
on 36 gesture 

poses using the 

American sign 

language (ASL) 

dataset, and  

the obtained 

average 

accuracy was 

87.83%. 

An 

accurate 

and 
effective 

deep 

learning 

framewo

rk is 

proposed 

for 

recognizi

ng static  

hand 

gestures 

based on 

CNN. 

the 

comparis

on 

between 
the 

proposed 

system 

and other 

Has a low 

illumination  

the 

propose

d CNN  
the 

framew

ork will 

be 

prepare

d to be 

utilized 

for 

recogni

zing 

dynami

c 

gesture

s. 
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related 

works 

proved  

that the 

proposed 

system is 

more 

effective 

and 

accurate 

than 

others. 

Hand 

gesture 

recognition 

via 

enhanced 

densely 
connected 

convolutio

nal  

neural 

network 

[5] 

image pro- 

cessing. 

9 data 

augmentation

. 

 

ASL 

ASL with digits 

NUS hand gesture 

demonstrates the 

effectiveness of 

the data 

augmentation 

techniques  

proposed, and 
also 

substantiates 

EDenseNet’s 

superiority in 

comparison  

with other recent 

deep learning-

driven instances. 

 

Training 

the 

network 

with 

augment

ed data 
resulted 

in 

improved  

recogniti

on 

accuracy 

across 

the 

board. 

 

  

One for 

All: An 

End-to-

End 

Compact 

Solution 

for Hand 

Gesture 

Recognitio

n 

[6] 

glove-based 

techniques 

and vision-

based 

techniques: 

hand and 

appearance-

based model. 

3D hand-

based models 

MUGD-I, MUGD-II, 

MUGD-III, MUGD-

IV, MUGD-V, Finger 

Spelling and 

OUHANDS 

-some other 

HGR 

approaches have 

achieved good 

results - the 

robustness of 

Fit-Hand to 

extract edges of 

hand postures 

and surpass the 

background 

information. - 

Fit-Hand does 

not need hand 
segmentation. 

Fit-Hand can 

easily learn the 

features from 

segmented or 

black and white 

hand gesture 

images. There, 

we conclude that 

FitHand is a 

generic HGR 

framework that 

is capable to 

learn features in 

practical 

scenarios. 

proposed 

a one for 

all: end-

to-end 

compact 

solution 

named as 

Fit-

Hand: 

fine-

grained 

feature 

attentive 

network 
that 

contains 

two main 

blocks: 

FineFeat 

module 

and 

dilated 

Conv 

layer 

1-the 

performance 

of HGR 

influenced 

by various 

aspects such 

as 

illumination 

variations, 

cluttered 

backgrounds, 

spontaneous 

capture, etc. 

2-The 
existing 

approaches 

needs expert 

expertise as 

well as 

auxiliary 

computation 

at stage 1 to 

remove the 

complexities 

from the 

input images 

they 

propose 

a novel 

end-to-

end 

compac

t CNN 

framew

ork: 

fine-

grained 

feature 

attentiv

e 
networ

k for 

hand 

gesture 

recogni

tion 

(Fit-

Hand) 

to solve 

the 

challen

ges 
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Hand 

Gesture-

Based 

Character 

Recognitio

n Using 

OpenCV 

and Deep 

Learning 

[7] 

uses 

OpenCV's 

line drawing 

function to 

draw the 

tracking path, 

which in 

terms then is 

used to detect 

and recognize 

the character. 

And use deep 

learning 

There is a total of 36 

classes (0-9 and A-Z). 

Each  

the class has 520 

images for training 

and 120 images for 

testing. 

the performance 

is evaluated in 

terms of 

accuracy and 

                                                                                                                                                                                                                                                                

loss. the 

accuracy and 

loss are 

calculated while 

the model is 

trained and 

validated after 

each cycle. 

propose a 

new way 

to 

achieve 

hand 

gesture-

based 

character 

recogniti

on by 

using 

simple 

cameras. 

To  

remove 
the 

dependen

cy on 

special 

sensors 

and other  

hardware 

Fast, 

accurate, and 

user-friendly 

human-

computer 

interaction 

requires both 

processing 

and  

intelligence. 

Understandin

g signs and 

symbols are 

already 

possible by 
computers 

but 

recognizing 

symbols 

drawn live 

by a human 

in front of a 

camera is 

still a new 

concept 

evaluat

e our 

model 

with 

another 

state of 

the art 

models,  

especia

lly in 

the 

field of 

hand 

detectio

n and 
trackin

g in the 

future 

and 

create a 

baselin

e on 

which  

we can 

improv

e in the 

future 

HAND 

GESTURE 

RECOGNI

TION FOR 

DEAF 

AND 

DUMB  

USING 

CNN 

TECHNIQ

UE 

[8] 

the sign 

language is 

converted 

into text 

using 

Convolution 

neural  

network-

based 

Deeping 

learning 

model. 
a total of 

3500 static 

sign images 

of 10 (Indian 

sign 

language) 

static signs 

are gathered 

from various 

impaired 

humans. A 

total of 4 

layers and 16 

filters  

were used in 

Convolution 

Neutral 
Network 

(CNN) 

Architecture  

using convolutional 

neural networks  

to identify the static 

signs of ISL (Indian 

Sign Language).  

the system can 

be tested in the 

CNN 

architecture by 

using  

different frames 

in the videos. 

The accuracy of 

the testing  

and validation is 

further improved 

by increasing the 
number  

of filters. 

CNN 

model 

with 4 

layers 

and 64 

filters 

has been 

used 

 for 

training 

the ISL 

data set. 
Thus, the 

model is 

used to 

recogniz

e the ISL 

hand 

gestures. 

Identification 

of human 

signs fully 

 in automatic 

mode is an 

interdisciplin

ary problem 

few 

researc

hers are 

followi

ng deep 

learnin

g 

system  

to 

recogni

ze 

human 
signs, 

microw

ave 

imagin

g, and 

Standar

d 

CT/MR

I 

imagin

g 

systems

. 
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: A CNN 

sign 

language 

recognition 

system 

with single 

& double-

handed 

gestures 

[9] 

python 

programming 

language/Ten

sorflow/Keras

/OpenCV/nu

mpy/OS 

module 

 A bespoke British 

Sign Language dataset  

containing 11,875 

images - is then 

performed to train and 

test the CNN which is 

used for the 

classification of 

human hand 

performed gestures 

the testing of the 

trained CNN 

using the testing 

dataset is  

useful for 

providing an 

insight into the 

effectiveness of 

the model. 

Therefore a 

further series of 

tests have been  

carried out on 

the system to 

determine its 
robustness as a 

real-time sign 

language 

recognition 

system. 

the 

graphical 

user 

interface 

was 

impleme

nted 

using the 

OpenCV 

library 

and it has 

the 

original 

frame in 

its 
entirety, 

with a 

red box 

in the top 

left-hand 

corner. 

The red 

box 

represent

s the 

region of 

interest 

and in 

the area 

in which  

the user 

must 
perform 

the 

gestures 

communicati

on gap that 

exists  

between the 

hearing and 

hearing-

impaired 

community 

SLR 

systems 

bridge 

this 

gap, 

bespok

e 

British 

Sign 

Langua

ge 

gesture 

dataset. 

The 

system  
was 

designe

d to be 

able to 

recogni

ze 19 

British 

Sign 

Langua

ge  

gesture

s 

Sign 

Language 

Recognitio

n Based on 
Computer 

Vision 

[10] 

The system 

uses 

American 

sign language 
and Arabic 

numeral 

gestures for 

model 

training//uses 

THE CNN 

neural  

network to 

extract the 

characteristic

s of the ASL 

data corpus,  

and then puts 

it into the 

LSTM 

classifier 

Each picture size is 

200 x 200, after 

downloading, trim the 

dataset, extract the 
image of the hand 

area, and then divide 

them into training, 

testing, and validation 

sets. 

 Experiments 

test sign 

language 

recognition 
accuracy of 

95.52%, sign 

language 

translation 

accuracy of 

93.3%, to meet 

basic needs, for 

the  

hearing-

impaired groups 

to open the door 

to 

communication.  

1-uses 

THE 

CNN 

neural  
network 

to extract 

the 

character

istics of 

the ASL 

data 

corpus, 

and then 

puts it 

into the 

LSTM 

classifier 

to realize 

the  

recogniti

on of 
character

-level 

sign 

language 

Sign 

language 

used in daily 

life is very 
complex, in  

different 

language 

environment

s, the same 

sign 

language  

may have 

many 

different 

meanings 

conside

r the 

environ

mental 
charact

eristics 

of sign 

languag

e use, 

to  

improv

e the 

accurac

y of 

sign 

languag

e 

recogni

tion, 

better  

suitable 
for the 

real-life 

environ

ment. 
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2- 

enables 

the 

translatio

n  of sign 

language 

through 

the 

system 

3- can 

convert 

user text 

or speech 

input into 

the 
correspo

nding 

America

n sign  

language 

or Arabic 

numeral 

sign 

language 

Sign 

Language 

Recognitio

n Using 

Deep 

Learning. 

[11] 

Deep 

Learning 

Techniques. 

- Photograph 

and computer 

vision 

techniques. 

- Sign 

Language 

using 

machine 

learning 

techniques. 

Is the video dataset of 

sign words, with the 

variability through 

acting the gestures 

and may be used to 

build ordinary deaf 

human’s interfaces. 

CNN works with 

performance and 

also with a 

minimal number 

of training 

samples. 

The 

setup 

machine 

can 

record 

Sign 

videos 

and it is 

considere

d and 

then 

extractio

n of 

frames is 

done, 
then 

CNN 

model 

takes the 

frames as 

input to 

detect 

Sign 

Languag

e Words. 

To scale 

back such 

sorts of 

problems all 

the datasets 

should be 

collected in 

the 

experiment 

should be 

colored with 

a bolt of 

Daily 

lightning 

during an 
indoor 

environment 

than an 

outdoor 

environment. 

Propos

e a 

three-

dimensi

onal 

CNN 

version 

and 

display 

that the 

massiv

e 

amount 

of data 

offered 
to 

comput

er 

vision. 

Hand 

Gesture 

Recognitio

n using 

Double 

CNN 

and 

Transfer 

Learning. 

[12] 

CNN, Hand 

gesture 

recognition 

techniques, 

Hand-skeletal 

joints 

technique. 

For the detection of 

the gesture, we 

employ Double-

channel CNN over a 

smaller part of the 

dataset to detect the 

presence of the 

gesture. 

- Ego Gesture and 

NVIDIA Dynamic 

Hand Gesture 

Investigated 

hand gesture 

sequence 

classification 

tasks. 

- The classifier 

will be activated 

when it detects 

an input frame. 

This reduces a 

lot of 

Since 

they ran 

the 

model on 

a low-

end 

machine 

without 

using 

external 

hardware

System 

requirements 

in The 

classifier are 

large 

compared to 

other 

models. 

- High power 

and memory 

consumption 

Precom

puted 

images 

can be 

added 

to the 

dataset 

to 

reduce 

noise in 

data. 
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Datasets are used to 

evaluate the 

architecture. 

- 3D filter is applied 

to the dataset using 

3D convolutions. 

- Sign language digits 

and Thomas 

Moeslund’s gesture 

recognition. 

- DHG dataset. 

computational 

time and 

achieves high 

performance. 

- The 

performance of 

the proposed 

model majorly 

relies on the 

detector. 

, the 

results 

could be 

considere

d good 

enough 

on a 

challengi

ng 

dataset. 

by The 

classifier. 

- Integration 

with the 

hand-skeletal 

joints 

technique 

resulted in 

lower 

accuracy. 

- Accuracy 

may be High 

but it doesn’t 

employ CNN 

which makes 
The 

computation 

time very 

high. 

- Replacing 

the original 

frame 

sequence 

with the key 

frame 

sequence 

results in 

more 

computation 

time. 

Hand 

Gesture 

Recognitio

n for Sign 

Language 

Using 

Convolutio

nal Neural 

Network. 
[13] 

CNN, 

Masking 

technique, 

HOG 

technique. 

The alteration in the 

kernel size can be 

inspired by the dataset 

which includes the 

background, 

preprocessing can be 

done to remove the 

background and is 

split into 3 sets, 
training, testing, and 

validation. 

In different 

situations, a 

general invariant 

method is 

needed. Deep 

learning has 

been performing 

well in recent 

years mainly in 
computer vision 

problems. 

- GPU 

architectures and 

their design. 

The input 

image is 

in the 

form 

array of 

pixels 

format, it 

is given 

to the 
first layer 

that is 

convoluti

on layer, 

which 

applies a 

filter to 

the input 

image 

that gives 

the result 

as 

activatio

n, by 

applying 

same 

filters 
repeatedl

y to the 

input 

gives the 

The 

drawback for 

the deaf is 

their 

employment 

issues. 

Communicat

ion has 

always been 
a prominent 

part in 

getting the 

task solved 

this system 

can help in 

solving the 

issue of 

unemployme

nt for the 

deaf. 

Recogn

ition of 

gesture

s that 

are 

made 

with 

both 

hands 
because 

recogni

zes 

gesture

s given 

by only 

one 

hand in 

the 

system 

also 

would 

use 

signs of 

commo

n 

words 
so that 

it is 

easy to 

form a 
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activatio

n map 

that is 

called as 

a feature 

map. 

sentenc

e for 

future 

work. 

Sign 

Language 

Recognitio

n Using 

Convolutio

nal 

Neural 

Networks.[

14] 

Sliding 

windows 

technique. 

- Pooling 

scheme. 

- CNN. 

20 different Italian 

gestures, performed 

by 27 users with 

variations in 

surroundings, 

clothing, lighting, and 

gesture movement. 

Convolutional 

neural networks 

can be used to 

accurately 

recognize 

different signs of 

sign language. 

The test 

result is 

higher 

than the 

validatio

n result 

because 

the 

validatio

n set 

doesn’t 

contain 

users and 

backgrou

nds in 
the 

training 

set. 

There is an 

undeniable 

communicati

on problem 

between the 

Deaf 

community 

and the 

hearing 

majority. 

Innovations 

in automatic 

sign 

language 

recognition 
try to tear 

down this 

communicati

on barrier. 

This 

General

ization 

capacit

y of 

CNNs 

in 

patio-

tempor

al data 

can 

contrib

ute to 

the 

broader 
researc

h field 

on 

automa

tic sign 

languag

e 

recogni

tion. 

Sign 

Language 

Recognitio

n using 

micro-

Doppler 

and 

Explainabl

e Deep 

Learning. 

[15] 

CNN. ImageNet dataset. 

- BSL signs were 

recorded using a 

portable Continuous 

Waveform (CW) 

radar with a carrier 

frequency equal to 

24GHz. 

Evaluate the 

classification, 

when comparing 

the relative 

performance of 

different 

classifiers with 

their values for 

precision and 

recall, the need 

for a single 

metric appears. 

In the 

case of 

this 

dataset, 

there 

were 

several 

times, 

approxim

ately a 

quarter, 

where 

the 

highlight 

covers 
the noisy 

backgrou

nd of the 

spectrogr

am rather 

than the 

microdro

pper 

response. 

In most 

other 

cases, the 

highlight 

is 

partially 

AlexNet was 

chosen as the 

pre-trained 

model for 

transfer 

learning and 

a few 

modification

s were made 

to adapt it to 

the problem 

of SLR. 

Work 

can be 

propose

d for 

recordi

ng data 

from 

differen

t angles 

to add 

robustn

ess to 

the 

system. 

If the 
networ

k was 

to be 

tested 

on new 

data, 

the 

accurac

y 

would 

drop 

signific

antly. 

- 

Implem
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overlappi

ng or 

complete

ly 

overlappi

ng a 

feature in 

the 

microdro

pper 

signal 

such as 

peaks or 

particular

ly un-
noisy 

portions 

of the 

signal. 

ent an 

unkno

wn 

class 

and see 

how 

the 

system 

would 

classify 

an 

unseen 

fifth 

gesture, 

as of 
now it 

would 

be 

wrongl

y 

classifi

ed into 

one of 

the 

existing 

classes. 

sign 

languages 

and with 

their 

appropriate 

outputs 

would 

make the 

interaction 

between 

challenged 

people and 

normal 
people 

easy. 

[16] 

 Algorithms 

such as K-

Nearest 

neighbors 

(KNN), 

Multi-class 

Super Vector. 

Machine 

(SVM), and 

experiments 

using hand 

gloves were 

used to 
decode the 

hand gesture 

movements 

before. 

Each image is stored 

in a separate folder 

called a pickle file, 

and the labels are also 

done at the same time. 

For reading the 

dataset, each folder is 

opened 

simultaneously, and 

all the images are read 

in one go. The images 

go through the 

preprocessing stage 
and are stored in their 

respective pickle files. 

the dataset 

increases SVM 

performs better 

than KNN, 

training 

data but 

when 

coming 

to 

generaliz

ed data, 

it would 

give out 

poor 

results 

whereas 

underfitti
ng results 

in poor 

results on 

both test 

and other 

data. To 

avoid 

these 

various 

methods 

were 

used in 

the 

system 

faced 

problem here 

is that 

everyone 

around may 

not be able 

to 

understand 

sign 

language. 

People 

can 

now 

exchan

ge 

thought

s, 

ideas, 

and 

messag

es 

irrespec

tive of 
the 

person'

s 

ability 

to 

underst

and 

sign 

languag

e. This 

system 

helps 

the 

commu

nicatio

n 

betwee
n the 

speechl

ess and 

the 
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blind as 

well. 

Any 

person 

who is 

interest

ed in 

learnin

g sign 

languag

e can 

also 

acquire 

it by 

using 
the 

speech-

to-hand 

sign 

gesture 

mode. 

perform 

automatic 

hand sign 

language 

recognition 

from visual 

data. 

[17] 

PCA-CGP network based 

Deeping learning 

model. 

Improvement in 

performance of 

age estimation 

with RoR 

models. 

For age 

estimatio

n Guided 

CNN(AE

-CNN) 

there's 

promisin

g results 

on two 

well-

known 

public 

domains. 

Ordinal 

regression 

problems can 

be solved by 

using CNN. 

Researc

hers at 

the 

Univers

ity of 

British 

Colum

bia in 

Canada 

have 

propose

d a 

novel 

approac

h to 

sign 

languag

e 
detectio

n, 

which 

could 

lead to 

more 

conveni

ent 

detectio

n of 

sign 

languag

es. 

gesture 

images is 

crucial 

nowadays. 

Accurate 

detection 

and 

classificati

SIFT 36 classes (0-9 and A-

Z). Each  

class has 520 images 

for training and 120 

images for testing. 

the performance 

is evaluated in 

terms of 

accuracy and 

                                                                                                                                                                                                                                                                

loss. the 

accuracy and 

loss are 

propose a 

new way 

to 

achieve 

hand 

gestureba

sed 

character 

 In this 

paper, 

we 

show 

how we 

can 

reduce 

the 
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on of sign 

language 

can help 

people 

with 

hearing 

and 

speech 

disorder.  

[18] 

calculated while 

the model is 

training and 

validated after 

each cycle. 

recogniti

on by 

using 

simple 

cameras. 

To  

remove 

the 

dependen

cy on 

special 

sensors 

and other  

hardware 

comple

xity of 

training 

RBMs 

by 

definin

g 

simple 

simple 

RBM 

models 

that can 

share 

informa

tion in 
early 

training 

stages. 

We 

plan to 

extend 

model 

behavio

ur to 

deal 

with 

image 

sequen

ces and 

model 

spatio-

tempor
al 

informa

tion of 

sign 

gesture

s. 

 
 

The table above gives information about gesture recognition .in this table we Summarise the 

information by selecting and reporting application, technique, dataset, performance metric, 

result, drawbacks, features, and make comparisons where relevant. All these techniques It is 

often used for classification, identification, detection, and prediction applications. 

Automating data-driven procedures is also incredibly efficient. The core concept is to utilize 

data to create a model that can output anything. With a fresh input, this output may provide a 

correct response or make predictions about known data. 

Most of the application uses a Convolutional neural network (CNN) which is a neural 

network that has one or more convolutional layers and is used mainly for image processing, 

classification, segmentation, and for other auto correlated data. The creation of equipment 

like R-CNN, which are instances of innovation in input device technologies [2-6], was 

prompted by the progress of computing and the availability of access to new techniques. 

These technologies are therefore capable of recording human gestures, resulting in the 

development of a new medium of human-machine interaction. These devices are used in a 

wide range of fields, including sign language translation [12-15]. Methodologies for 

recognizing gestures are often classified into two categories: static and dynamic. The 

advantage of this strategy is the lower computing cost. Static gestures only require the 
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analysis of a single picture at the input of the classifier. Image sequence processing and more 

complicated gesture detection algorithms are required for dynamic gestures. Several 

recognition approaches based on supervised and unsupervised learning may be found in the 

literature. We may use neural networks [1–12], convolutional neural networks [13–18] as 

examples. 
 
 

 

2.2 Facial recognition  
 

 

Upadhya [19] Face recognition has been implemented and presented in this paper by using a 

Deep Neural Network. The authenticity problem can be handled by using either facial 

recognition or age prediction alone. So, first, this model detects the person's face, and then it 

predicts the person's age. If the individual is eligible to view the information or perform a 

task, their access will be limited; otherwise, their access will be restricted. So, it helps to 

solve two difficulties in this case: the person's identification cannot be faked, and their age is 

also confirmed by the system. (CNN for the face and technique for the age.)  

  

Mishra.S,[20] This thesis work proposed a deep residual learning network to recognize 

human facial emotions which defines an approach to train a very deep network. ResNet50 

with 50 layers is the base model for this thesis work and the performance is compared with 

Convolutional Neural Network (CNN). Two publicly available datasets CK+ and FER were 

chosen, and the performance of the network was compared using these datasets. The result of 

the proposed model shows that the deep residual learning network (ResNet50) performs 

better than CNN for facial emotion recognition in both FER and CK+ datasets.  

  

Dliwati [21] This research aims for developing a security system that combines some 

recognition algorithms based on machine learning and deep learning techniques to verify the 

identity of each user “authentication” for the website and all the services associated with it. 

Thus, we can achieve the highest level of protection and security from the digital gaps that 

hackers may exploit. Therefore, facial expression became the most important technique to 

identify hackers. The obtained results reveal that deep learning-based techniques for face 

recognition over a collected dataset are superior to conventional machine learning 

techniques.   

  

Hernandez-de-Menendez [22] Concerning Biometric technology is relatively new and has 

changed the way identification and authentication processes are performed. New 

characteristics are under development for commercial applications, such as vascular pattern 

recognition, ear shape recognition, facial thermography, odor sensing, gait recognition, 

heartbeat authentication, brain waves, and human body bioacoustics. The biggest challenge 

this technology must overcome is security and privacy issues, which must be addressed to 

fully develop the technology to its full potential.  
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Cirlugea [23] On the Android operating system, a biometric face recognition mobile phone 

application was built for authentication. The Android Studio IDE (Integrated Development 

Environment), Java programming, and Google's Mobile Vision API are used to create the app 

(Application Programming Interface). This application demonstrates that face recognition 

authentication may be implemented on any mobile phone with little computational overhead 

and without the need for expensive extra hardware. 

 

Liu [24] When it comes to user authentication, biometrics are crucial. The most extensively 

used biometrics, such as a facial characteristic or a fingerprint, is, however, easy to capture or 

record, making them subject to spoofing assaults. Intracorporal biometrics, such as 

electrocardiography and electroencephalography, on the other hand, are difficult to gather 

and hence safer for authentication. Unfortunately, because of their sophisticated gathering 

techniques and restrictive limits on users, adopting them is not user-friendly. MandiPass is a 

revolutionary biometric-based authentication method that we propose. MandiPass collects 

intracorporal biometrics from the vibration of the user's mandible using inertial measurement 

units (IMU), which are frequently used in portable devices. For authentication, the user only 

needs to say a brief ‘EMM' to generate the vibration. MandiPass offers safe and user-friendly 

biometric-based authentication in this way. We design a two-branch deep neural network for 

effective biometric extraction and theoretically evaluate the viability of MandiPass. To 

protect against replay assaults, we use a Gaussian matrix. MandiPass can achieve an equal 

mistake rate of 1.28 percent in a variety of challenging conditions, according to extensive 

trial findings with 34 participants. Inertial Measurement Unit, Biometrics, User 

Authentication, Deep Learning are all index terms. 

 

Authors in [25] Authentication methods of the future need to maintain the ability to provide 

secure access without a speed reduction. Facial recognition technologies are quickly 

becoming integral parts of user security, allowing for a secondary level of user 

authentication. Augmenting traditional username and password security with facial 

biometrics has already seen impressive results. A Convolutional Neural Network (CNN) is a 

powerful classification approach that is often used for image identification and verification. 

 

Authors in [26] Your Eyes Show What Your Eyes See (Y-EYES) is a software-based face 

PA Detection (PAD) method that captures corneal specular reflections using the front camera 

and analyzes them using lightweight Machine Learning (ML) techniques. It can be applied 

for multiple contactless biometric authentications accurately and efficiently without any 

costly extra sensors. Our extensive experimental results show that it achieves liveness 

detection with high accuracy at around 200 ms against various types of sophisticated PA. 

 

Authors in [27] Deep learning is a branch of machine learning where algorithms are taught to 

identify patterns in vast amounts of data.  the researchers trained and validated a deep 

learning model using 13,000 photos collected from Kaggle. The training accuracy of the 
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model was 95.72% and the validation accuracy was 96.27% - both impressive for a face 

recognition task. 

 

Authors in [28] Face recognition has a very important role in various applications, from 

security, surveillance to authentication. For safety, most households is having CCTV cameras 

such that they could recognize the persons from them. The major objective is to recognize the 

faces of people from the video by HOG feature extractor and classify them using SVM and 

train the machine to tell who the person is working for the organization and who is the 

intruder. 

 

Authors in [29], The anti-spoofing system is based on a proposed Convolution Neural 

Network (CNN) based architecture. The accuracy of the proposed system is 95%. It finds its 

application in verification, video surveillance, medical science, access control, law 

enforcement, and biometrics. 

Anti-Spoofing systems have been developed based upon various existing models and 

algorithms such as Convolution Neural Networks. It uses a convolution neural network-based 

architecture to provide robustness against the most common spoofing ways. An eKYC 

system has been developed to detect spoofing attacks with an accuracy of 95% 

 

K. M. Sagayam [30], The proposed approach adopts frameworks of deep learning, 

TensorFlow, Keras, and OpenCV libraries to detect face masks in real-time. Machine 

learning engineers have come up with several algorithms and techniques to identify 

unmasked individuals using various mask detection models. The data were trained and tested 

for the model to gain good accuracy while detection. This paper describes a new 

convolutional neural network architecture called MobileNet Convolutional Neural Network. 

The classifier's ability was determined by Recall and the measure of test accuracy plot was F1 

score. 

       

L. Liu, [31], PassFace is an anti-spoofing facial recognition system that verifies the 

smartphone for authentication as well as the second factor merely using raw facial videos 

without any user intervention. An anti-spoofing facial recognition system, PassFace, could 

achieve over 99% true acceptance rate (TAR) while maintaining less than 1% false 

acceptance rates (FAR), according to the authors. PassFace is an anti-spoofing facial 

recognition system that verifies a user's face and his/her smartphone used for authentication 

simultaneously. 

 

A. Hassani and H. Malik [32], A spoof is an artificial representation of a human face 

designed to fool a facial recognition system. The mask spoof is designed to look like the face 

of an enrolled user and fool security systems. US National Institute of Standards and 

Technology has developed a series of standards for facial spoof presentation. Skin reflectance 

can provide low-cost systems that protect against even simple masks – but it also has the 

advantage of being cheap to manufacture.  

 

 

W. Xu et al.[33], we try to defeat this problem by extracting both the 3D geometry and inner 

biomaterial features from RFID backscatter signals using COTS RFID systems. RFace 

extracts both the 3D geometry and inner biomaterial features of faces using a COTS RFID 

tag array. In this article, we propose a system called RFace, which can extract both 3D facial 

geometry and biomaterial features from RF signals. In RFace, we explore the possibility of 
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using RF signals to capture and extract the desired facial features from raw backscatter 

signals. 

 

S. Pichetjamroen, [34], presents the implementation of a face time attendance system with an 

additional factor, a QR code to improve accuracy. This two-factor authentication system was 

developed in the form of a kiosk with a contactless process, which emerged due to the 

COVID-19 pandemic. The two-authentication methodology in this system is like traditional 

authentication with a username and password but instead substitutes a username with a user’s 

QR code and the “password” was replaced by a user's face image in one-to-one identification. 

 

Authors in [35] propose to enhance a common text password authentication interface to 

encrypted documents with a biometric facial identity verification providing a high-

security mechanism based on pseudo identities. The paper also includes two contributions, 

the proposed scheme enables password autofill without referring to any external service, 

and the adoption of biometric verification techniques enabling fine-tuning of false acceptance 

and false rejection rates.  

  

Authors in [36] This report describes a simple low-memory detection algorithm and 

demonstrates how it performs to emulate real-world scenarios in an 

experimental setup, which is proved to be fast, working well on single-board computers, and 

handling high-resolution video recordings.  

  

Mohamed [37]The proposed approach in this paper is a deep learning technique which is a 

sequential CNN (convolution Neural Network) divided into a feature extraction stage and a 

classification stage. It also demonstrates the most widely used biometric approach is face 

recognition and one of these fields is mobile devices authentication.  

 

Bhattacharya, [38] presents an approach to detect and identify a human face from the real-

time video that tracks a face and compares it with stored data of 

known individuals. The approach recognizes an individual within a fraction of a second 

which completely ignores any background effect. This method works on different lighting 

conditions which make it suitable to execute its purpose in a wide variety of environments 

without encountering any significant error.  

  

Authors in [39] This paper is aimed at developing an electronic payment system that 

integrates all the bank accounts of a particular holder together and access granted to them 

with or without a payment card through a multi-factor authentication procedure such as pin, 

fingerprint, iris, or 3D facial recognition. The system offers ease of use and simplifies the use 

of the platform to encourage financial inclusion in the country. aimed to define a safekeeping 

alert device spending little handling power by the Internet of things which help out to 

observer plus alerts when gestures or else motion are there then send images to a cloud 

server. There are two challenges such as the address of every device that should be stored and 

the second task will be recorded storing will be discussed in detail.  
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Table 2.2 Face recognition demonstrates the techniques of each application, its performance, 

how it works, its dataset, how the applications came out, drawbacks, and what can be done in 

the future. 
 

Table 1.2 Face recognition 

Application  Technique  Dataset  Performance 

Metric  

Result  Drawbacks  Future work  

A biometric 

verification facility 

for password 

autofill to protect 

electronic 

documents 

[19] 

PGS  

JTR 

HC 

PCFG 

FYEO 

IODA 

FAR 

FRR 

 

 
 

uses 39 

datasets 

with 

random 

decimal 

digits. 

 

The 

authentication 

performed by 

FYEO is 

contactless and 

yet involves 

data produced 

by a physical 

process filtered 

out with a 
complex non-

linear filter 

provides 

contactle

ss 

authentic

ation of 

legal 

users of 

the 

documen

t based 
on their 

high 

entropy 

biometri

c data. 

the 

entire 

authentic

ation 

process 

is truly 

offline 

hence no 

external 

server or 

database 

is 

needed 

the state-

of-the-art 

biometric 

recognitio

n 

techniques 

do not 

necessarily 

comply 

with the 
irreversibil

ity and 

unlinkabili

ty 

requireme

nts for 

biometric 

verifiers 

working 

towards a 

more 

secure 

transfer of 

electronic 

documents 

exchanged 

in 

collaborati
ve 

processes 

by 

incorporati

ng 

effective 

methods 

for 

determinin

g the 

liveness of 

the subject 

in front of 

the camera 

Face spoofing 

detection via an 

ensemble of 

classifiers toward 

low-power devices 

[20] 

PLS 

SVM 

GPU 

MLP 

 

All dataset 

videos are 

resized to 

960 ×540 

pixels, but 

keeping 
their 

original 

aspect 

ratio. 

 

A cross-

database 

investigation 

gives an insight 

into the 

generalization 
power of 

countermeasure 

algorithms 

which 

demonstrate the 

cross-testing 

performance 

metric for MLP, 

PLS, SVM 

approaches  

able to 

achieve 

state-of- 

the-art 

performa

nce on 
widely 

explored 

database

s. 

expressive 

advances 

in 

numerous 

areas of 

biometric 
science. 

lack of 

generalizat

ion 

in cross 

dataset 

settings. 

accuracy 

tends to 

reduce 

significantl

y, due to 

their 

inherent 

add extra 

feature 

descriptors

, including 

another 

relevant 
spoofing 

datasets 

and learn 

spatial-

temporal 

representat

ions. 
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bias 

Face Liveness 

Detection Using a 

sequential CNN 

technique 

[21] 

CNN CelebA-

Spoof 

(2020) 

was 

collected 

to 

recognize 

live and 

non-live 

faces. 

accuracy of 

testing the 

system on 

unseen data is 

87% and the 

area under the 

ROC curve is 

0.535 

It got 

87% of 

accuracy 

Lack in 

capsule 

neural 

networks  

there are 

many new 

techniques 

are 

intended to 

be used in 

future 

work such 

as capsule 

neural 

networks 

are 
expected 

to 

improve. 

Face Detection 

System for Health 

Care Units Using 

Raspberry PI 
[22] 

OpenCV 

NumPy 

SQLite 

Raspberry Pi 
Python  

Uses 

personal 

component 

analysis 
(PCA) in 

face 

recognitio

n. Open-

source 

libraries of 

python are 

used to 

process 

the 

image 

recognitio

n 

algorithm. 

SQLite is 

used to 

store the 
data of the 

desired 

people. 

the system is 

fast enough to 

complete the 

whole 
recognition 

process 

minimum three 

times in a 

second 

The 

system is 

very 

helpful 
and 

efficient 

because 

there is 

no 

backgro

und 

effect for 

recogniz

ing the 

person. 

It can 

recogniz

e a 

person 

even 

though 
the 

environ

ment and 

backgro

und 

changes. 

And it 

works 

satisfact

orily in 

different 

lighting 

conditio

ns. 

slow 

image 

recognitio

n 
algorithm 

fails to 

identify a 

moving 

person 

 

Improve in 

the effect 

on the 

recognitio
n process 

and slow 

image 

recognitio

n  
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Developing a 

Multi-factor 

Authentication-

based Cardless 

Electronic Payment 

System 

[23] 

Authentication  

ICT 

NFC 

NEFT 

NIP 

ATM 

POS 

MMO 

 developed an 

electronic 

payment system 

that combines 

all the bank 

accounts of a 

particular 

holder  

together and 

access granted 

to them with or 

without a 

payment card 

Reduced 

the cost 

of 

producin

g cards 

as well 

as the 

risk of 

carrying 

them all 

around. 

the feature 

is not 

currently 

active nor 

utilized to 

fully 

ensure 

security 

measures 

to 

eliminate 

deceitful 

acts 

Work 

more on 

the 

security 

side since 

it’s the 

first initial 

part of the 

whole 

system  

IoT based smart 

security and 

surveillance system 

[24] 

Raspberry Pi 

OpenCV 

Python  

 Tested fully and 

successfully 

developed a 

system to 

demonstrate its 

feasibility and 

effectiveness. 

 

The 

result of 

the 

testing 

illustrate

s that the 

monitori

ng 
system 

works 

well. 

There is 

the 

unavailabil

ity of  

wireless 

relay 

connection 

also 
wireless 

sensor 

system can 

be 

extended 

further by  

adding 

infrared 

emitting 

system to 
detect the 

person's 

face if 

they wore 

the mask 

on his/her 

face. 

Pass Face Enabling 

Practical Anti-

Spoofing Facial 

Recognition with 

Camera 

Fingerprinting 

[25] 

-estimate Photo 

Response Non-

Uniformity 

(PRNU), which 

is a unique and 

physically 

irreproducible 

camera 

fingerprint, to 

authenticate 

a smartphone 

with the 

capability of 

defeating 

impersonation 

attacks. 

Moreover, the 
estimated PRNU 

is extracted 

merely 

from raw videos 

used for face 

recognition, 

releasing the 

requirements of 

additional 

operations and 

compatible with 

most 

commercial off-

the-shelf 

smartphones. 

-The PCE 

values 

between 

fingerprint

s from the 

same 

device 

are 

collected 

as positive 

samples, 

and the 

PCE 

values 

between 

fingerprint

s from 
different 

devices 

are 

negative 

samples 

-evaluate the 

accuracy of the 

authentication 

protocol using 

TAR, FAR, 

EER, AUC, and 

CDF. 

. 

-propose 

an anti-

spoofing 

facial 

recogniti

on 

system, 

PassFace

, which 

integrate

s camera 

fingerpri

nting 

to defeat 

imperso

nation 

attacks 
for facial 

recogniti

on 

authentic

ation. 

The 

system is 

attack-

resilient, 

user-

friendly, 

and 

highly 

compati

ble with 

-photo-

spoofing 

attack, 

video-

replay 

attack, and 

3D facial 

mask 

attack. 

 

-propose 

an anti-

spoofing 

facial 

recognitio

n system, 

PassFace, 

which 

verifies a 

user’s face 

and his/her 

smartphon

e used for 

authenticat

ion 

simultaneo

usly. 
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existing 

face 

recogniti

on 

approach

es. 

Multi-Factor based 

Face Validation 

Attendance System 

with Contactless 

Design in Training 

Event [26] 

- using a CNN 

(Convolutional 

Neural 

Network) 

technique 

- using the 

technique of 

KNN (K-

Nearest 

Neighbor) 

The 

enrolled 

image 

dataset of 

130 

participant

s utilizing 

the 

proposed 

system 

was used 

to create 

two 
identificati

on models 

and the 

accuracy 

of the two 

models 

was tested 

with all 

the face 

images 

obtained 

from this 

project. 

- questionnaire 

has 

discrepancies at 

a level of 0.1 

(or confidence 

level was 

90.2%) based 

on the formula 

of Taro Yamane 

(1973). Ease-of-

use is the 

priority in a 

time attendance 
system. User 

accuracy and 

user 

transparency 

were ranked 

second and 

third 

- the 

proposed 

two-

factor 

scheme 

is more 

effective 

and did 

not 

incorrect

ly 

identify 

any 
users. 

- 

impleme

ntation 

of a face 

time 

attendan

ce 

system 

with an 

addition

al factor, 

a QR 

code to 

improve 

accuracy 

- using 

only one 

biometric 

factor such 

as facial 

data may 

limit 

accuracy 

and use, 

and is not 

practical in 

a real 

environme
nt 

-the 

system 

should be 

user-

friendly by 

reducing 

processing 

time and 

being 

highly 

accurate 

and 

durable 
against 

fraud. The 

compariso

n of the 

two- 

authenticat

ion 

method 

using a 

QR code 

and face 

verificatio

n with 

other 

methods 

-eKYC (Electronic 

Know Your 

Customer) system 

[27] 

 -The face 

recognition and 

anti-spoofing 

detection 

module for an 

eKYC system 

was 

implemented 
using the Local 

Binary Pattern 

Histogram facial 

recognition 

algorithm 

coupled with a 

designed 

convolution 

neural network-

based 

architecture to 

provide 

robustness to the 

system against 

most common 

-system 

has been 

manually  

created 

with over 

1000 

images, 

125 face 
images of 

each  

a person 

with 

100X100 

resolution 

of each 

image. 

- The 

advancement in 

the performance 

of CNN based  

techniques in 

the Computer 

Vision and 

Pattern 
Recognition  

tasks, CNN 

approaches are 

robust and 

proved to have 

yielded  

better results in 

Anti-Spoofing 

systems. 

-the live 

feed of a 

person 

was 

recorded

, and the 

face is 

recogniz
ed 

successf

ully with 

the 

confiden

ce value 

recorded 

on the 

extreme 

right 

corner. 

-Face 

recognitio

n system is 

very prone 

to spoofing  

Attacks. 

-the  

advanceme
nts in 

technology 

and easy 

wearable 

devices the  

spoofers 

can get 

easily 

habituated 

to gain 

unauthoriz

ed access  

to the 

system by 

disguising 

-Anti-

spoofing 

systems 

have been  

developed 

based 

upon 

various 
existing 

models 

and  

algorithms 

namely 

Convoluti

on Neural 

Networks 

(CNN)  

which is 

an 

excellent 

Deep 

learning-

based 
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spoofing ways. as a 

registered 

user. 

architectur

e 

-CNN BASED 

MASK 

DETECTION 

SYSTEM 

Which is a Safety 

system for mask  

detection during 

this COVID-19 

pandemic 

[28] 

- OPENCV 

AND 

MOBILENETV

2 

- Kaggle’s 

Medical 

Mask 

Dataset by 

Mikolaj 

Witkowski  

which 

contains 

images of 

many 

people 

wearing 

masks and  
XML files 

that 

contain the 

description

s. 

- 

artificially 

generated 

mask 

dataset 

developed  

by Prajna 

Bhandary 

available 

at 

PyImageS

earch 
which 

contains 

standard 

face 

images 

with 

applied 

facial 

landmarks. 

- without mask: 

precision 1.00 // 

recall 0.99 // 

F1-score 0.99  

-with mask: 

precison 0.99// 

recall 1.00 // 

F1-score 0.99 

- The 

proposed 

model 

for the 

detection 

of face 

masks is  

successf

ully 

done 

with the 

model 

created 
with 

CNN  

architect

ure using 

MobileN

etV2 

which 

gave a 

good 

result  

with 

perfect 

accuracy 

of 

detection

. 

 

-problems 

involved in 

face mask 

recognitio

n  

for face 

authenticat

ion and 

face 

matching 

on a 

masked 

face, 

- a deep 

learning-

based 

feature is 

proposed 

RFace: Anti-

Spoofing Facial 

Authentication 

Using COTS RFID 

[29] 

- RFace only 

requires users to 

pose their faces 

in front of a tag 

array for a few 

seconds, without 

leaking their 

visual facial 

information 

- invite 30 

volunteers 

(10 

females 

and 20 

males) 

aged from 

18 to 30 to 

participate 

in our 

experimen

ts. In the 

registratio

- define six 

metrics to 

evaluate RFace: 

Authentication 

Success Rate 

(ASR), False 

Accept Rate 

(FAR), False 

Reject Rate 

(FRR), 

Receiver 

Operating 

Characteristic 

- novel 

facial 

authentic

ation 

system 

named 

RFace 

with 

COTS 

RFID 

devices.

RFace 

ensures 

- suffering 

from 

privacy 

leakage 

and 

spoofing 

attacks 

- novel 

privacy-

preserving 

anti-

spoofing 

FA 

system, 

named 

RFace, 

which 

extracts 

both the 

3D 
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n phase, 

we collect 

three 

groups of 

RF signals 

(each\r 

group 

contains 

60 fusion 

feature 

blocks). 

For each 

legitimate 

user, each 

attempt to 
authenticat

e takes 

about 225 

seconds. 

(ROC), 

Equal Error 

Rate (EER) and 

Defense 

Success Rate 

(DSR). 

privacy-

preservi

ng and 

spoofing

-resistant 

simultan

eously. 

geometry 

and inner 

biomateria

l features 

of faces 

using a 

COTS 

RFID tag 

array. 

Securing facial 

recognition: the 
new spoofs and 

solutions 

[30] 

-eye tracking  

-natural micro-
motion detection 

-depth detection 

-ISO 

30107 
outlines 

three 

proposed 

levels for 

spoofs that 

can be 

summarise

d as Level 

A – 

pictures; 

Level B – 

video 

replay and 

paper 

masks; 

Level C – 

3D 

masks1. 
To help 

guide 

users, the 

US 

National 

Institute of 

Standards 

and 

Technolog

y (NIST) 

has 

developed 

a series of 

standards 

for facial 

spoof 

presentatio
n 

-In this 

experiment, we 
mainly focus on 

the time cost of 

the fingerprint 

verification 

procedures. 

Table II lists the 

average time 

cost (100 runs) 

for each 

procedure. 

Because our 

system 

sequentially 

handles every 

key frame, 

TPRNU 

increases 

linearly with the 
number of 

keyframes. This 

can be reduced 

by handling 

multiple frames 

in parallel. 

- follow 

general 
security 

best 

practices 

to 

mitigate 

attacks-

enforce a 

progressi

ve 

‘failure 

back-off 

 

- hackers 

use AI 
techniques  

and image 

editing 

tools to 

imitate the 

facial  

identity of 

the target 

user. 

ackers use 

AI 

techniques  

and image 

editing 

tools to 

imitate the 

facial  

identity of 
the target 

user. 

- robustly 

detect the 
fundament

al attack 

vectors – 

picture and 

video 

spoofs 
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AI-based content 

filtering system 

using an age 

prediction 

algorithm. 

[31] 

Age estimation. 

Face 

recognition. 

CNN. 

uses deep 

Convoluti

on Neural 

Network 

(CNN) 

pre-trained 

based on 

the 

VGGFace 

and fine-

tuned on 

the age 

dataset to 

extract the 

predicted 
age 

distributio

n also Pre-

training of 

CNN is 

done by 

ancillary 

dataset for 

updated 

weights. 

Improvement in 

performance of 

age estimation 

with RoR 

models. 

For age 

estimatio

n Guided 

CNN(A

E-CNN) 

there are 

promisin

g results 

on two 

well-

known 

public 

domains. 

Ordinal 

regression 

problems 

can be 

solved by 

using 

CNN. 

Designing 

a face 

recognitio

n and age 

prediction 

model in 

the future 

helps to 

prevent 

fraud and 

scams, 

where the 

proposed 

combined 

model for 
face 

recognitio

n and age 

prediction 

can be 

effective. 

Deep Residual 

Learning for Facial 

Emotion 

Recognition. 

[32] 

Fold validation 

techniques. 

ResNet50 

model. 

The 

datasets 

that were 

used in 

this 

research 

are CK+ 

and 

Kaggle 

FER. 

Using the two 

datasets and 

accuracy was 

validated using 

a confusion 

matrix and 5-

fold validation 

techniques. 

Hyperpa

rameters 

(Learnin

g Rate, 

Epoch, 

Batch 

size, and 

dropout) 

were 

varied in 

the 

work. 

The 

learning 
rate was 

varied 

from 0.1 

to 

0.0001 

and the 

best 

result 

was 

obtained 

in 0.001. 

With the 

increase of 

the 

network 

depth there 

exist a 

degradatio

n problem 

associated 

with it. 

With the 

increase of 

depth and 

using 

identity 

shortcut 

connection

s, better 

feature 

learning 

can be 

achieved 

ultimately 

delivering 
a high-

performin

g network. 

Face Recognition in 

the Context of 

Website 

Authentication. 

[33] 

InceptionV3 

algorithm. 

Machine 

learning 

algorithms. 

Support vector 

machines 

(SVM). 

Includes 

13,668 

pictures of 

1409 

persons, 

that are 

collected 

from 

internet 

resources 

It was found 

that logistic 

regression 

performs better 

than traditional 

machine 

learning 

algorithms. The 

reported results 

are significant 

Deep 

learning-

based 

techniqu

es for 

face 

recogniti

on over 

a 

collected 

Issues 

associated 

with big 

data in 

cloud 

computing. 

Diversifie

d and 

enhanced 

in-house 

dataset by 

inviting 

more 

volunteers 

and 

investigati
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and some 

volunteer’

s images 

with links. 

in face 

recognition-

based web 

authentication. 

dataset 

are 

superior 

to 

conventi

onal 

machine 

learning 

techniqu

es. 

ng new 

deep 

learning 

architectur

es while 

tuning 

hyper 

parameters

. 

Biometric 

applications in 

education. 

[34] 

Image 

processing 

techniques. 

Recognition 

technique. 

Biometric 

technique. 

Biometrics 

can 

improve 

essential 

aspects 

such as a 

patient’s 

identity 

and 

support 

with real-
time 

informatio

n to offer 

adequate 

medical 

services. 

Biometric 

technologies are 

disrupting 

several 

industries and 

sectors. General 

applications 

include its use 

for recreational 

activities and It 

can also be used 
for replacing 

password 

systems. 

Early 

results 

are very 

promisin

g and 

practical

; 

however, 

more 

experim

ents and 
validatio

ns are 

required 

to have 

overall 

effects in 

other 

knowled

ge and 

educatio

nal 

settings. 

As 

biometrics 

is 

relatively 

new, users 

might be 

reluctant to 

use it. It 

could pose 

various 

problems 
such as 

wide 

variance 

when 

measuring 

characteris

tics, 

affecting 

the 

system’s 

performan

ce. 

For this 

technology 

to 

advance, it 

is 

necessary 

to educate 

future 

engineers 

in this 

technology 
well. 

The future 

seems 

promising 

for 

biometric 

technology

; the 

biometric 

technology 

market is 

expected 

to reach a 

value of 

USD 94 

billion by 

2025 at a 

compound 
annual 

growth 

rate of 

36%. 

AI-based content 

filtering system 
using an age 

prediction 

algorithm. 

[35] 

Age estimation. 

Face 
recognition. 

CNN. 

uses deep 

Convoluti
on Neural 

Network 

(CNN) 

pre-trained 

based on 

the 

VGGFace 

and fine-

tuned on 

the age 

dataset to 

extract the 

predicted 

age 

distributio

Improvement in 

performance of 
age estimation 

with RoR 

models. 

For age 

estimatio
n Guided 

CNN(A

E-CNN) 

there are 

promisin

g results 

on two 

well-

known 

public 

domains. 

Ordinal 

regression 
problems 

can be 

solved by 

using 

CNN. 

Designing 

a face 
recognitio

n and age 

prediction 

model in 

the future 

helps to 

prevent 

fraud and 

scams, 

where the 

proposed 

combined 

model for 

face 

recognitio
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n also Pre-

training of 

CNN is 

done by 

ancillary 

dataset for 

updated 

weights. 

n and age 

prediction 

can be 

effective. 

biometric facial 

recognition on an 

Android operating 

system intended for 

authentication 

[36] 

machine-

learning 

techniques 

biometric 

data can 

relate 

someone 

to its 

former 

activities 

or monitor 

their 

actual, 

present 

operations 

and can be 
an 

impressive 

resource 

for data 

mining 

the built-in 

camera can be 

used for 

biometric face 

authentication, 

implemented 

with little 

computation 

overhead rather 

than expensive 

or large 

hardware. 

the 

detection 

is not 

possible, 

but the 

device is 

permane

ntly 

trying to 

get a 

proper 

image so 

that it 
can 

perform 

the 

analysis. 

Neither 

is 

authentic

ation 

possible 

if the 

user is 

wearing 

a mask 

or any 

other 

gadget, 

piece of 
clothing, 

etc. 

which 

covers 

the face 

doesn’t do 

the 

recognitio

n 

The 

algorithm 

could be 

improved 

regarding 

the  

performan

ce by 

using 

machine 

learning 

techniques 

Secure and Usable 

User Authentication 
via Earphone IMU 

[37] 

The 

authentication 
merely requires 

the user to voice 

a short ‘EMM’ 

for generating 

the vibration 

IMU data 

contains 
too much 

noise, 

constrainin

g the 

distinguish

ability of 

collected 

biometric. 

biometric 

extractor by 
comparing the 

classification 

accuracy of 

different 

classifiers, i.e., 

SVM, NB, DT, 

KNN, NN, and 

biometric 

extractor (BE). 

realized 

MandiPa
ss with 

off-the-

shelf 

devices 

and 

conducte

d 

extensiv

e 

experim

ents to 

evaluate 

its 

performa

nce in 

echo does 

not have 
the ability 

The 

security of 
MandiPass 

is further 

enhanced 

via 

cancellabl

e 

templates 

and 

transforma

tion 

counterme

asures. 
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real-

world 

environ

ments. 

Face Recognition 

Using Popular Deep 

Net Architectures 

[38] 

CNN. The 

datasets 

that were 

used in 

this 

research 

are CK+ 

and 

Kaggle 

FER. 

ImageNet 

dataset. 

- BSL signs 

were recorded 

using a portable 

Continuous 

Waveform 

(CW) radar 

with a carrier 

frequency equal 

to 24GHz. 

Evaluate 

the 

classific

ation, 

when 

compari

ng the 

relative 

performa

nce of 

different 

classifier

s with 
their 

values 

for 

precision 

and 

recall, 

the need 

for a 

single 

metric 

appears. 

with 

Graphics 

Processing 

Units 

(GPUs), as 

well as 

increasing 

overall 

accuracy 

and 

performan

ce. The 

model 
accomplis

hes this by 

making 

use of 

Rectified 

Linear 

Units 

(ReLU), as 

we need to 

evaluate 

our image 

classificati

on 

methods 

not only 

with 

accuracy 

metrics 

and 

classificati

on reports 
but also 

concerning 

how much 

memory 

each 

model 

uses, as 

well as 

how much 

processing 

time it 

takes for 

that model 

to classify 

the 

images. 

Your Eyes Show 

What Your Eyes 

See 

[39] 

PA Detection 

(PAD) method 

named ”Your 

Eyes Show 

What Your Eyes 

See (Y-EYES) 

ML 

 

two ML 

datasets, 

including 

facial data 

for 

identity 

verificatio

n and 
corneal 

reflection 

data for 

learning 

liveness 

authenticat

ion. 

Y-EYES is 

effective and 

efficient in 

detecting the 

liveness against 

sophisticated 

PAs 

The 

experim

ental 

results in 

accuracy 

and 

performa

nce 
show 

that Y-

EYES is 

effective 

and 

efficient 

in 

detecting 

the 

liveness 

against 

sophistic

ated PAs 

does not 

require any 

expensive 

extra 

sensors. 

- robustly 

detect the 

fundament

al attack 

vectors – 

picture and 

video 

spoofs 
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Most of the application uses a Convolutional neural network (CNN) which is a neural 

network that has one or more convolutional layers and is used mainly for image processing, 

classification, segmentation, and other auto correlated data. Face recognition is the technique 

of recognizing a person by comparing some attributes of a new person (input sample) with 

those of previously identified people in a database. Face recognition is divided into four 

stages: face region detection, alignment, feature extraction, and classification [21], with 

feature extraction being the most important. For limited situations, handcrafted features have 

shown to be effective [22-24]. However, in the setting of real-world challenges such as 

shifting positions, attitudes, lighting, and picture quality, the recognition of unconstrained 

face photos is an emerging and complex topic [34]. 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Approach for Face 

Detection using 

Max Pooling 

[40] 

OpenCV 

NumPY 

SQLite 

Raspberry Pi 

Python  

Open 

source 

libraries of 

python are 

used to 

process 

the 

image 

recognitio

n 

algorithm. 

SQLite is 

used to 

store data 

of the 
desired 

people. 

system is fast 

enough to 

complete the 

whole 

recognition 

process 

minimum three 

times in a 

second 

The 

system is 

very 

helpful 

and 

efficient 

because 

there is 

no 

backgro

und 

effect for 

recogniz

ing the 

person 

slow 

image 

recognitio

n 

algorithm 

fails to 

identify a 

moving 

person 

 

Improve in 

the effect 

on the 

recognitio

n process 

and in 

slow 

image 

recognitio

n  
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This section of the report explains the meaning of face and gesture recognition, how it was 

implemented in the system, and the tools that were utilized to make it work. 

 

 

3.1 FACIAL RECOGNITION 

 

Facial recognition is a method of recognizing or verifying a person's identification by looking 

at their face. People can be identified in pictures, films, or in real time using facial 

recognition technology. Face recognition software use computer algorithms to identify 

specific, distinguishing features on a person's face. These features, such as eye distance or 

chin shape, are then transformed into a mathematical representation and compared to data 

from other faces in a face recognition database. 

When producing identification documents, facial recognition is frequently integrated 

with other biometric technology such as fingerprints (preventing ID fraud and identity 

theft). 

The technology is used for a variety of purposes. These include law enforcement, airports, 

and border control where facial recognition has become a familiar sight at many airports 

around the world. Increasing numbers of travellers hold biometric passports, which allow 

them to skip the ordinarily long lines and instead walk through an automated ePassport 

control to reach the gate faster. Facial recognition not only reduces waiting times but also 

allows airports to improve security. 

The system will be using face recognition to provide authentication, so once the user is 

verified, he is provided access to his account. At all points of user interaction with the App, the 

user face will be monitored to make sure that the user is still around. The session details and the 

user's face will be monitored constantly to avoid any case of an authenticated user moving from 

the chair and an intruder trying to access the account. 

 

 

 

3.2 GESTURE RECOGNITION 

 

 

Gesture recognition is a computing process that attempts to recognize and interpret human 

gestures using mathematical algorithms. Gesture recognition is not limited to just human 

hand gestures but rather can be used to recognize everything from head nods to different 

walking styles. 

Gesture recognition technology that is vision-based uses a camera and motion sensor to track 

user movements and translate them in real-time. Newer cameras and programs allow for the 

tracking of depth data as well, which can help improve gesture tracking. Using real-time 

image processing, users can interact with the program immediately to achieve the desired 

results. 

Gesture recognition can be used to improve a variety of fields, such as security where 

programs can be set up to recognize hand gestures and to send alerts in response, and in 

public health by removing the need for touchscreens on self-service kiosks, businesses and 

organizations could help reduce the number of germs being spread. This is especially helpful 

for mitigating the spread of infectious diseases such a Covid-19. 

https://www.virtusa.com/perspectives/article/computers-have-eyes-mouths-ears-and-an-ai-brain.html
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The system will be using gesture recognition to provide authorization, as we plan to develop 

gesture-based clearance systems that are in line with the terminology used by the USA 

Department of Défense. Different hand gestures made by an authenticated system will take as 

different commands to switch the mode and let the user access his data objects whose sensitivity 

is lesser than the user mode. This can be helpful wherein the user must switch roles quickly on 

seeing someone approaching his desktop personally. 

 

 

 

 

3.3 IMPLEMENTATION TOOLS 

 

 

a. Python is a computer programming language often used to build websites and software, automate 
tasks, and conduct data analysis. Python can be used to create a variety of different programs and isn't 
specialized for any specific problems. 
 
b. IDE: stands for the integrated development environment, it is software for building applications 
that combines common developer tools into a single graphical user interface (GUI). 

 
c. Visual Studio: is a streamlined code editor with support for development operations like debugging, 
task running, and version control. It aims to provide just the tools a developer needs for a quick code-
build-debug cycle and leaves more complex workflows to fuller featured IDEs, such as Visual Studio 
IDE. 
 
d.byCharm: PyCharm is a Python Integrated Development Environment (IDE) that includes a variety 

of key tools for Python developers that are tightly integrated to create a pleasant environment for 
effective Python, web, and data science development. 
 
 

 

3.4 PACKAGES 

 
I. OpenCV: is a fantastic program for image processing and computer vision tasks. It's an open-

source library for tasks including face detection, objection tracking, landmark detection, and 

more. Python, Java, and C+ are among the languages supported. 

 

II. SQL-Lite: is a programming language that is used to create embedded software for devices 

such as televisions, cell phones, cameras, and other electronic gadgets. It can handle HTTP 

requests with low to medium traffic.  

 

III. Tkinter: is the authentic way in Python to create Graphical User interfaces (GUIs) and is 

included in all standard Python Distributions. It's the only framework built into the Python 

standard library. 

 
IV. Facial recognition: it is the latest trend in Machine Learning techniques. OpenCV, the most 

popular library for computer vision, provides bindings for Python. OpenCV uses machine 

learning algorithms to search for faces within a picture. 
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V. Cvlib: is a easy, easy-to-use, high-level (you don't have to worry about what's underlying) 

open-source Computer Vision library for Python that is used to construct inserted software. 

The library was created with the goal of making experimenting simple and quick. 

 

VI. MediaPipe: is a Google cross-platform library that provides amazing ready-to-use machine 

learning solutions for computer vision tasks. The Python OpenCV library is a computer vision 

toolkit that is widely used for image analysis, processing, detection, and identification. 

 
VII. Tensorflow: Google designed and distributed a Python library for fast numerical computing. 

It is a foundation library that can be used to develop Deep Learning models directly or via 

wrapper libraries built on top of TensorFlow to make the process easier. 

 
VIII. Numpy: is a Python library for manipulating arrays. It also provides functions for working 

with matrices, fourier transforms, and linear algebra. 

 
IX. Sqlite3: is a C library that offers a lightweight disk-based database that doesn't require a 

separate server process and may be accessed with a nonstandard SQL query language. 

 
X. PIL image: The Python Imaging Library (PIL) extends the Python interpreter's image 

processing capabilities. This library supports a wide range of file formats, has a fast internal 

representation, and can perform some image processing. 

 

XI. PIL ImageDraw : Image objects benefit from simple 2D visuals. This module is used to create 

new photos, annotate, or retouch old images, and create graphics for use on the web on the 

fly. 
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This section of the report explains the meaning of face and gesture recognition and how it 

works using programming.  

 

 

4.1 FACIAL RECOGNTION 

 
 

Facial recognition is a technology-based method of recognizing a human face. Biometrics are 

used in a facial recognition system to map facial traits from a photo or video. 

What exactly is facial recognition and how does it work? The following are the main steps, 

which vary depending on the technology: 

 

Step 1: A photo or video is used to obtain an image of your face. It's possible that your face 

will appear alone or in a throng. You may appear to be looking straight ahead or virtually in 

profile in your photograph. 

 

Step 2: The geometry of your face is scanned by facial recognition software. The distance 

between your eyes and the distance from your forehead to your chin are important 

considerations. The software recognizes facial landmarks (one system recognizes 68 of them) 

that are important in differentiating your face. 

 

Step 3: A database of known faces is matched to your facial signature, which is a 

mathematical formula. 

 

Step 4: A decision is reached. Your faceprint might match one in a database of facial 

recognition images. 
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4.1.1 PROGRAMMING 

 
        path = "C:\\Users\\user\\Desktop\\FRS\\testing" 

        myList = os.listdir(path) 

        encodeList=[] 

        student_names=[] 

        for img in myList: 

            curImg = face_recognition.load_image_file(f'{path}/{img}') 

            img_encoding = face_recognition.face_encodings(curImg)[0] 

            encodeList.append(img_encoding) 

            student_names.append(os.path.splitext(img)[0]) 

        known_face_encodings = encodeList 

        known_face_names = student_names 

 

 

        cap = cv2.VideoCapture(0) 

        namez = [] 

 

 

        success, test_image = cap.read() 

        face_locations = face_recognition.face_locations(test_image) 

        face_encodings = face_recognition.face_encodings(test_image, 

face_locations) 

 

        pil_image = Image.fromarray(test_image) 

        draw = ImageDraw.Draw(pil_image) 

        name = "Unknown" 

        for (top, right, bottom, left), face_encoding in 

zip(face_locations, face_encodings): 

            matches = face_recognition.compare_faces(known_face_encodings, 

face_encoding) 

 

            if True in matches: 

                first_match_index = matches.index(True) 

                name = known_face_names[first_match_index] 

                namez.append(name) 

                draw.rectangle(((left, top), (right, bottom)), outline=(0, 

0, 0)) 

            text_width, text_height = draw.textsize(name) 

            draw.rectangle(((left, bottom - text_height), (right, 

bottom)),fill=(0, 0, 0), outline=(0, 0, 0)) 

            draw.text((left + 6, bottom - text_height - 5),name, fill=(255, 

255, 255, 255)) 

        print(name) 

        if name!=username: 

            print('Username and Image does not match') 

            exit() 

        del draw 
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4.1.2 SCREENS 

 

 

Saved photos will be saved in this folder so that the code can compare the picture, the entered 

username and the live facial recognition are all the same person. 

 
 

 

Enter the username (make sure that the username is same as the name of the picture saved in 

the folder). 

 

 
 

After successful access it will show the user’s profile. 
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4.2 GESTURE RECOGNITION 

 

 
A gesture recognition system begins by taking frame-by-frame photos of hand 

placements and gestures with a camera focused on a specific three-dimensional zone 

within the vehicle. This camera is usually positioned on the roof module or another 

unobstructed observation point. Even when there isn't much natural light, the system 

illuminates the region using infrared LEDs or lasers to provide a crisp image. 

 

These photos are evaluated in real time by computer vision and machine learning 

technologies, which use a prepared library of signs to interpret the hand motions into 

commands. 

 

 

 

4.2.1 PROGRAMMING 

 

 

from handDetector import HandDetector 

import cv2 

import math 

import numpy as np 

from PIL import ImageColor 

 

handDetector = HandDetector(min_detection_confidence=0.7) 

webcamFeed = cv2.VideoCapture(0) 

 

while True: 

    status, image = webcamFeed.read() 

    handLandmarks = handDetector.findHandLandMarks(image=image, draw=True) 

    count = 0 

    img = ImageColor.getrgb("blue") 

    if (len(handLandmarks) != 0): 

        # we will get y coordinate of finger-tip and check if it lies above 

middle landmark of that finger 

        # details: https://google.github.io/mediapipe/solutions/hands 

 

        if handLandmarks[4][3] == "Right" and handLandmarks[4][1] > 

handLandmarks[3][1]:  # Right Thumb 

            count = count + 1 

            img = ImageColor.getrgb("red") 

 

        elif handLandmarks[4][3] == "Left" and handLandmarks[4][1] < 

handLandmarks[3][1]:  # Left Thumb 

            count = count + 1 

            img = ImageColor.getrgb("green") 

 

        if handLandmarks[8][2] < handLandmarks[6][2]:  # Index finger 

            count = count + 1 

            img = ImageColor.getrgb("blue") 
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        if handLandmarks[12][2] < handLandmarks[10][2]:  # Middle finger 

            count = count + 1 

            img = ImageColor.getrgb("red") 

        if handLandmarks[16][2] < handLandmarks[14][2]:  # Ring finger 

            count = count + 1 

            img = ImageColor.getrgb("green") 

        if handLandmarks[20][2] < handLandmarks[18][2]:  # Little finger 

            count = count + 1 

            img = ImageColor.getrgb("blue") 

 

    cv2.putText(image, str(count), (45, 375), cv2.FONT_HERSHEY_SIMPLEX, 5, 

img, 25) 

    cv2.imshow("Volume", image) 

    cv2.waitKey(1) 
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4.2.2 SCREENS 

 

1 

 
 

 

2 
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3 

 
 

 

4 

 
 

 

5 

 
 



51 | P a g e  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CHAPTER - IV 

 

                                     IMPLEMENTAION METHOLODOGY  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



52 | P a g e  

 

 

 

This chapter explains how projects are implemented in the field and demonstrates the nature of 

the proposed system.  
 

 

5. IMPLEMENTAION METHOLODOGY 

 
The implementation methodology can be split into five stages. First, initiate the project, and 

then Design it. Next, we build the project and monitors its performance. Finally, once the 

project is completed, it must be closed out. 

 

 
 

 

 

1. Initiation:  

 

The first thing we did was come up with a concept to transform into a reality, hence, 

we figured, why not build an application that can give us with excellent data or 

information security while also cooperating with the two approaches to human 

authentication: something you know, like passwords, and something you are, like 

your face. We've decided to call it towards information protection using facial and 

gesture recognition. We started this part in the previous semester by conducting a 

literature review for both facial and gesture recognition to help us prepare and learn 

about them since we are not programmers. 

We set our goals for this project after reading several publications concerning facial 

and gesture recognition, one of which was security, for which we used two-factor 

authentication (2FA). Biometric authentication has become part of the procedure. 

Facial recognition software analyses an employee's face and converts the data into a 

mathematical formula. It is then compared to a database to ensure that the face 

matches the name, all in a matter of seconds. 

 

2. Design: 

 

We wanted a basic and easy-to-use application that was also simple to design, the list 

below illustrates multiple implementation tools: 

-  Python: Python is a free and open-source programming language used in web 

development, data analysis, artificial intelligence, and a variety of scientific 

applications. 

- SQLite: SQLite is a software library that creates a transactional SQL database 

engine that is self-contained, serverless, and requires no configuration. 

- Visual Studio: is a simplified code editor that includes features for debugging, 

task execution, and version management. 

Initiation Desgin Build Monitor Go-Live
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We also used a number of packages to help the application, such as OpenCV, Tkinter, 

PIL Image. facial recognition, etc. And the structure of the application that we've 

constructed is visualized in Figure 10, as it will help give us guidance and follow each 

process one by one easily. 

3. Build:  

The concept has been defined, the tools and packages have been prepared, and it is 

now time to begin developing the application. All of the windows will have the same 

concept, colour, font and frame. The first stage is to design the application's home 

page. The front page is demonstrated in Figure 1. 

If the user has not yet registered, he or she should do so by clicking the register 

button, which will take the user to the registration page. Full name, user id, date of 

birth, gender, nationality, residence, and phone number are all listed on the website. 

Following figure 2 illustrates this. 

If the user is already logged in, he or she should click the login button, which will 

take them to the authentication screen shown in Figure 3. The screen will just ask for 

your username, so when you click the next button, the camera will open and compare 

your face to the saved photo, granting you access to your profile if your photo is in the 

folder in figure 4. 

Following your gain of access, you will be presented with a number of options, as 

shown in Figure 5. The first option we added is the add secret button, which allows 

you to create more secrets. The secret creation page in figure 6 has the date, which 

cannot be changed because it prints on the same day as the new secret is generated. It 

also has a secret id, the secret itself, and a secret type, which specifies the level the 

secret is at, with 1 being the lowest and 5 being the highest. 

By tapping the secret button on the welcome page figure 5, the user can view his 

secrets. When the user clicks on it, a secret list with the secret id, the secret, and the 

secret level appears, as illustrated in figure 9. 

 

4. Monitor: 
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5.1 RESEARCH DESIGN 

 

 

Figure 1 shows the flowchart of the proposed system that clarifies the steps that the user will 

take when the system begins to be used. The first step for this flowchart is that the system 

will ask the user if he has an account, if the user does not have an account, he can sign up by 

creating a new account, he enters his name, phone number, address, his id and its password, 

these details will be saved in both user registration form and login details. After creating the 

account, he can either exit or return to the login page and enter his username and password to 

access his files or page. it will verify by confirming in the login table. if the user enters the 

same username and password he can access the user secret, if it is different, then the system 

will redirect the user into the login page. After the successful login the user, the user can 

access his secrets, as well as creating one, to do that, the system will ask some of the inputs 

such as secret ID number, secret messages, and security clearance which means the security 

level of the message, this process is saved in a secret form. if you want to add more secret 

details you can return the secret details table and if not, you can exit the system.  

 

 

 

 

 

 

 

 

 

 

Figure 1 
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Front page: 

 

Figure 2. Its shows welcome page which is contain of two web pages that appear the first time you 

open the system. 

 

Register: 

 

The Registration Screen for login details that require a user to enter verification certificates to access 

to the confidential form, it shows the form which the user can register, that’s shows in Figure 3. It 

consists of full name, user id, DOB, contact number, nationality, gender, and residence, after filling 

everything, click register. 
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Login: 

 

 

Once the user is done filling the boxes, then he can submit, the information will be saved in the 

database and the user can log in as shown in Figure 4. Login Screens 

 

 

 

Welcome page: 

 

After he / she login intro her/his account, it will shows two button one for "add secret" and another for 

"change mood". As shown in Figure 5. 
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Add secret: 

 

Figure 6. Once the user clicks on “Add secret”, the Secret creation page will show. The user needs to 

add Secret ID, Secret and Select secret type to create a secret. 

 

Change mood  

 

Figure 7. 
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Figure 8 

 

 

 

 

Secrets:  

 

Figure 9. Shows the list of secrets that was created. 
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Registration table: 

 

table  1.3 

 

Secret table: 

 

table  1.4 
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6. RESULTS AND EVALUATION 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



62 | P a g e  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CHAPTER – VI 

 

PROJECT FINANCIAL FEASIBILITY  

 

                                           

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



63 | P a g e  

 

This section of the report will assess the proposed project which is information protection 

using face and gesture recognition. 

 

 

7. PROJECT FINANCIAL FEASIBILITY  

 

 

 

 
A financial feasibility study projects how much start-up capital is needed, sources of capital, 

returns on investment, and other financial considerations. The study is an assessment of the 

financial aspects of something. 

 

 TCO (Total Cost of Ownership) The initial investment in the project plus the operating 

costs. This metric aims at providing a holistic view of the total direct and indirect costs 

during the lifespan of the project. It is often calculated as the sum of Capital Expenditures 

(CapEx) and Operating Expenditures (OpEx).  

 

o CapEx 

 Equipment such as cameras, computers, software 

o OpEx 

 insurance, installation, training, future upgrades. 

 

 

 

 ROI (Return on Investment): This 

metric shows the profitability of the 

investment in the project. It is estimated 

by dividing the net income by the initial 

costs.  

 

 Payback period: Based on the projected 

income, how many months will be needed 

to recover the initial investment.  

 

 

 

The estimation for the system annual cost around 15,000 DHS. 7000 DHS on the camera 

equipment’s as it should be installed on the top of each screen in the organization, 4000 DHS 

on software, and the rest goes to the publication implying to publishing and promote the 

system to other organizations to use. 

In the future, surely the system will get feedback and will be updated and developed to 

perform better. By adding more features to the system. the cost will get higher from our 

initial cost or price. 

 

Figure 7 ROI  
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8. CONCLUSIONS 

 

 
Face and gesture recognition may improve an organization's safety and security. It can also 

provide authentication and permission to secure your organization's information, which is one 

of the most sought-after fields in today's digital world. 

To keep their users' trust, digital systems should have proper safety and security. We've 

created gesture-based clearance systems that follow the nomenclature used by the United 

States Department of Défense. 
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