Content Collected During Literature Review for Different Responsible Factor
Bias & Limitations
Well documentation of the inherited biases and limitations of the data and training schemes
For better urban planning and management decisions the quality of the data processing and the reliability of any analysis should be thoroughly comprehended and understood. Monitoring a variety of model biases is required for the development of trustworthy GeoAI systems and it is vital to examine the characteristics and limitations of GeoAI approaches to better guide potential practical applications. For Algorithmic transparency for cities requires documentation of the algorithms that are ultimately shared with the public for comment.
Ethics and Privacy Concerns - AI models, trained on extensive datasets, inherently risk encoding and perpetuating the biases present in the data, potentially leading to unfair practices. This risk is not merely theoretical; recent studies have shown that biases in AI models can have significant real-world impacts, such as reinforcing existing social inequalities.
However, visual perceptions may not fully reflect human perceptions of the environment and place. Incorporating the GeoAI-based perceptions in the spatial analysis may lead to incorrect and even unethical (e.g., biased) results.
Such communication can include conversations with (local) decision-makers about the requirements, capabilities, and limitations of these systems. Communicating potential challenges in model development such as geographic distribution shifts, incomplete or noisy labels, and imbalanced representations is also essential for setting realistic expectations among local stakeholders. Close collaboration with decision-makers is vital in implementing decision support systems that guide end-users on how to properly interpret and use model outputs.

Explainable AI (XAI) is important in equipping human decision-makers with the ability to comprehend, manage, and trust AI systems. the limitations of XAI in EO, including the lack of clarity regarding what is considered “interpretable” by technical experts versus social scientists, the need to develop explainability methods for non-experts, and the lack of rigorous testing of XAI’s efficacy among expected end-users, regulatory bodies, and affected populations. Human-in-theloop can also be interpreted as some level of manual human intervention to address the limitations of ML systems.

However, diverse open issues and inabilities are facing urban planning practice and social sciences due to the limitations of artificial intelligence planning tools. These incapacities have relatively limited our ability to perceive and handle possible present and future temperamental situations in socio-physical contexts and in real-time modes.
At the same time, emerging technologies, such as mobile devices, social media platforms, and artificial intelligence, give rise to a series of challenges and limitations. 
However, limitations and challenges related to the accuracy of the variables and models, accessibility to data, technologies, and information as well as ethical concerns need to be addressed by the research community to assure an inclusive and meaningful use of the technologies.
The integration of artificial intelligence (AI) methods in participatory planning has the potential to improve the decision-making process. However, there are challenges and limitations that need to be addressed.
Given the influence of these algorithms from the field of Computer Science on the domain of Earth Observation, it is perhaps wise to also consider their limitations.
How can a practitioner be certain that their risk model is not biased against the most vulnerable societal groups in a city?
The aim of this perspective is to call researchers working on fairness, accountability, and transparency to work with DRM and local experts—so we can ensure that disaster mitigation and relief is accountable, considers local values, and is not unintentionally biased.
Yet, there is still little understanding of how the extent of hidden geospatial biases affects disaster risk models and how accountability relationships are affected by these emerging actors and methods.
Debiasing human cognition
Such data are often scarcest in developing regions Even when available, much of the data either lack georeferenced information or are incomplete, noisy, biased, or otherwise unreliable, restricted to a few geographic locations, updated infrequently, The lack of timely and contextualized data.

The challenge of representation bias is not unique to remote sensing.

We also implore the research community to proactively take steps toward mitigating geographical biases in developing global AI-based mapping solutions. These ethical concerns include but are not limited to privacy, stigmatization, data veracity, fairness and transparency, algorithmic bias, imbalanced representations, socio-cultural sensitivities, and human rights among others.

1. Cultural and Historical biases: the information used to train the AI models is unlikely to be completely objective but will inevitably be influenced by the current thinking of those analysing the work. This will influence the results, which may lead to reproductions that are not representative of minorities and may introduce cultural historical biases. 
AI models, trained on extensive datasets, inherently risk encoding and perpetuating the biases present in the data, potentially leading to unfair practices. This risk is not merely theoretical; recent studies have shown that biases in AI models can have significant real-world impacts, such as reinforcing existing social inequalities.

While these maps may look realistic, they also may contain inaccuracies or be influenced by biases. embedded in the AI models, resulting in the proliferation of potentially meaningless, and, at worse, harmful maps online. However, this also has introduced new challenges.
related to the accuracy and trustworthiness of these synthetic maps generated by AI. While
these maps may look realistic, they also may contain inaccuracies or be influenced by biases.
embedded in the AI models, resulting in the proliferation of potentially meaningless, and, at
worse, harmful maps online.
AI is becoming increasingly reliable in engineering, but it still requires human supervision to ensure that the results are accurate and that any potential biases or errors in the data are identified and corrected. AI models are only as good as the data they are trained on, so it is important to ensure that the data used to train the model is accurate, unbiased, and representative of real-world conditions.

Advances in digital technology, along with debates about biased algorithms and ethical and regulatory challenges of autonomous systems.
Ethical Implications
Consider ethical implications from automated modelling to AI-assisted data analysis.
Ethical awareness, conducting fairness evaluations is a main aspect for successful AI implementation. Intelligent automation technologies can augment human performances. Should focus on from automated modelling to AI-assisted data analysis.
Considering ethical implications of AI4EO especially valid for geospatial application should be taken into account. diversity, non-discrimination and fairness and main component of trustworthy AI. 
state that when using AI for urban cartography tasks, the potential ethical issues such as bias, trustworthiness should be monitored and reduced. Perceiving co-creating AI tools or generative AI tools as a partner may create further ethical concerns. despite GeoAI’s capabilities in addressing range of geographic and urban challenges, ethical questions need to be considered before being used in real-world practices. Ethical implications to AI also involve values embedded in AI, methods of documenting data algorithms etc, human perceptions, trustworthiness, contextual morality, bias and many more other facets. Social values. Trust in AI systems is thus intrinsically linked to ethics, including the ethics of algorithms, the ethics of data, or the ethics of practice.
Considering ethical implications of AI4EO - Ethics is a growing concern, especially with the increasing resolution of satellite images and the generation of sensitive information from unconventional geospatial data sources such as social media and mobile data. The work by Kochupillai et al. on AI4EO ethics has identified the major ethical duties of researchers as honesty, integrity, fairness, responsibility, sustainability, and privacy protection. With these ethical responsibilities in mind, we emphasize the importance of factoring in ethical considerations at the earliest stages of AI4EO development. These ethical concerns include but are not limited to privacy, stigmatization, data veracity, fairness and transparency, algorithmic bias, imbalanced representations, socio-cultural sensitivities, and human rights among others. Finally, we highlight the need to anticipate both the positive and negative consequences of these emerging technologies in order to minimize ethical issues during the course of AI4EO research.

Advances in digital technology, along with debates about biased algorithms and ethical and regulatory challenges of autonomous systems. Numerous frameworks, principles, guidelines and tools have been released by governments and leading organizations to address the ethical implications of AI-enabled systems. how transparency, explanations and justifications may affect citizens’ trust, acceptance and perceived legitimacy of public AI

Fairness is another fundamental element of ethical AI. In order to achieve equality, it is essential that AI systems be built without bias. Data preparation, data augmentation, and model validation are all strategies that may be used to make AI systems more equitable. By employing these methods, it is possible to check whether the data used to train an AI system are indeed representative of the target population and that the model is not being over-fitted to the training data.
Advocates posit that AI fosters a more transparent, inclusive, and accountable decision-making process by empowering diverse stakeholders to participate and share their knowledge and preferences. Conversely, critics caution about the potential for AI to reinforce existing biases, power imbalances, and exclusionary practices. Therefore, it is crucial to weigh the advantages and risks of AI in participatory planning, and to investigate how these systems can be designed and implemented to advance more equitable and sustainable outcomes.
Through our analysis and mapping, we found four major themes of research under the umbrella of HCAI. These are Explainable and Interpretable AI, Human-Centered Approaches to Design and Evaluate AI, Humans Teaming with AI, and Ethical AI. 
Trustworthy AI (We especially focus on four ethical dimensions (Explainability, Fairness, Privacy, and Trustworthiness),)
Responsible AI factors.: Fairness, Transparency, Accountability, Robustness & Safety, Privacy & Governance, Societal & Environmental Wellbeing.
In discussing the ethics and legality of migration analytics and forecasting protocols, two key concepts form the core of the debate. These are transparency of the data collection, modelling, and decision chain; and the explainability/comprehensibility of the technicalities that lie within this link.

The media is filled with unintended ethical concerns of AI algorithms, such as image recognition algorithms not recognizing persons of color or racist algorithmic predictions of whether offenders will recidivate. We know such unintended ethical consequences must play a role in DRM as well, yet there is surprisingly little research on exactly what the unintended consequences are and what we can do to mitigate them. The aim of this perspective is to call researchers working on fairness, accountability, and transparency to work with DRM and local experts—so we can ensure that disaster mitigation and relief is accountable, considers local values, and is not unintentionally biased.
practitioner’s express concerns regarding the ethical and responsible usage of these algorithms. How can a practitioner be certain that their risk model is not biased against the most vulnerable societal groups in a city? How are accountability relationships in disaster aid influenced by the introduction of AI when algorithm developers are far from the disaster and unfamiliar with the local context? A plethora of guidelines on ethical or responsible usage of AI is emerging, each promoting slightly different values and definitions.

Leveraging explainable AI methods
XAI help researchers to better understand the inner operation of ML models, while preserving their high performance and accuracy. Clarity and interpretability are significant components when implementing AI solutions for urban decision-making leveraging explainability techniques such as random forests and SHAP has the potential to enhance the explainability of AI models. Furthermore, techniques such as rule based explanations, visualizing the internals of a model, development of hybrid models, improves the explainability and interpretability. Furthermore, some methods of explainability into ML workflows in the domain of Earth Observation can be categorise as interpretable models, incorporating domain knowledge, feature selection, and saliency maps or heat maps. 
Furthermore, the limitations of explainable AI for geospatial studies such as compute-insensitivity, less efficient system, target domain experts and not possible users and expensiveness must be carefully considered when making decisions. mentions that explainability is a main component of trustworthy AI. 
Developing reliable and interpretable AI models for urban measurement is necessary. Leveraging XAI increases research potentials in terms of the transparency, explainability, and interpretability of the AI and ML models. highlights that explainability in co-creative AI is necessary as the users will be aware of appropriateness, ethical issues and risks of the AI model they use. To make to make findings understandable wider audience and make transparent and interpretable researchers could use ‘white-box’ algorithms, such classification and regression trees that provide readable rules alongside results, and/or generate model explanations post hoc. 
Model communication should fit with the diverse audience for example, providing AI researchers with model inspections, domain experts with contextually understandable results and non-experts with simple interpretable results. Urban planning theories can provide insights to ensure that the outcomes of the “black-box” models are robust and reliable. Hence, it is necessary to develop spatially explicit and theory-informed AI models rather than only use technology to solve problems. According to some users prefer lower accuracy but higher explainability instead of higher accuracy with almost no explainability to make sensible decisions. Model interpretation is an indispensable step to examines if the model predictions are consistent with the domain sciences specially in urban applications.
Techniques such as model interpretability and explainability are of paramount importance in comprehending the rationale behind model predictions, thereby enhancing transparency and accountability.
Challenges in Explainable AI4EO - Explainable AI (XAI) is important in equipping human decision-makers with the ability to comprehend, manage, and trust AI systems. the limitations of XAI in EO, including the lack of clarity regarding what is considered “interpretable”. by technical experts versus social scientists, the need to develop explainability methods for non-experts, and the lack of rigorous testing of XAI’s efficacy among expected end-users, regulatory bodies and affected populations. Furthermore, in making AI models more interpretable, researchers need to anticipate how these explanations will be used and interpreted. by the intended audience. 
For example, in Section II-A, the development of explainable poverty models brought forth. questions among policymakers about whether the geospatial input features can be used as policy levers for planning. targeted interventions. While certain geospatial features were indeed, found to be strong predictors of wealth, Ledesma et al. urged caution in interpreting these values as the poverty. models were not designed to establish causal relationships. Further studies exploring causal inference such as are therefore needed for proper policy evaluation.

Explainability and Transparency of AI and DL Models - As these models become intricate and sophisticated, their decision-making processes become increasingly opaque. This opacity, often referred to
as the "black-box” problem, can lead to mistrust and reluctance to adopt AI technologies. The future of AI research should, therefore, prioritize the development of methods and
techniques that enhance the explainability and transparency of these models. This could involve incorporating interpretability techniques into the model design.

In these IoT applications, the performance and accuracy of AI/ML models are the main concerns; however, the transparency, interpretability, and responsibility of the models’ decisions are often neglected. Moreover, in AI/ML-supported next-generation IoT applications, there is a need for more reliable, transparent, and explainable systems. In particular, regardless of whether the decisions are simple or complex, how the decision is made, which features affect the decision, and their adoption and interpretation by people or experts are crucial issues. Also, people typically perceive unpredictable or opaque AI outcomes with skepticism, which reduces the adoption and proliferation of IoT applications. To that end, explainable AI (XAI) has emerged as a promising research topic that allows antehoc and post-hoc functioning and stages of black-box models to be transparent, understandable, and interpretable.
As the AI technology becomes more integrated into our daily lives, it becomes increasingly important to comprehend how and why decisions are made. However, as machine learning (ML) models continue to evolve and become more powerful, they also tend to become increasingly complex and less transparent. These powerful models are generally called “black-box” and suffer from opaqueness. In other words, they exclude the internal logic from their users or stakeholders [7]. Therefore, recently, the concept of explainable AI (XAI) has started to attract the attention of researchers to cope with the current challenges and to design more explainable and interpretable AI systems. XAI enables the shining of light on the opaqueness of the black-box models to reveal unseen/hidden information, such as feature importance and correlations between features. They will provide more detailed information about how, why, and when they make decisions about the inner workings of black-box models and provide transparency to their users [8]. Thus, users are able to evaluate not only the result but also the input factors affecting the result when making a decision. XAI techniques achieve both explainability and high accuracy when they are applied to powerful and complex models. The studies emphasize the need for explanations of human-related issues, not just in computer science but also in cognitive science, philosophy, and psychology. According to these studies, reaching the outcome without any interpretation may result in intentional or unintentional discrimination or trust issues. XAI mitigates these problems by providing verification, improvement, learning, and compliance of legislation.
AI models can provide simpler models that are easier for humans to understand, but it depends on the problem being solved and the design choices made by the engineers building the model. In some cases, the complexity of the model is necessary to accurately capture the relationships and patterns in the data. Ultimately, the trade-off between model complexity and interpretability is a design decision that must be made by the engineers building the AI system. 
Because of the black-box nature of AI models, this paper explores the use of an explainable artificial intelligence (XAI) model in SPA. the use of the XAI technique to explain the black-box nature of the ML models. Hence, the present study focuses on estimating and understanding the SPA outputs using SHAP plots. 
Fairness in AI systems can be ensured by employing methods such as explainable AI (XAI) [46]. XAI is a collection of methods for increasing the transparency of AI systems, allowing users and other stakeholders to better grasp the reasoning behind the system’s actions. As AI systems become more integrated into society, it is crucial that they operate in an ethical and transparent manner. 
Explainable and interpretable AI includes a range of tools, methods and frameworks which aid a human in understanding the decisions or predictions made by the AI. This research area is in response to the ‘black-box’ nature of AI models which make it unclear how or why an AI arrived at its decision or prediction, sometimes even to the person who built the AI. Explainability is used to both understand a model’s behaviour and improve a model’s performance. Within our corpus, around 20% of the total papers fall into the category of interpretable AI
In particular, for their potential contributions to AI transparency, explainability, and accountability. 
In discussing the ethics and legality of migration analytics and forecasting protocols,
two key concepts form the core of the debate. These are transparency of the data collection,
modeling, and decision chain; and the explainability/comprehensibility of the technicalities
that lie within this link. Often
Emerging regulations and guidelines require AI algorithms to be explainable.

Explainable AI is new to the field of Earth Observation and will have great impact.

Random Forests are considered interpretable by EO, but not by social sciences.

Explainable AI methods for non-expert users are required but lacking.
Generally, Explainable AI methods are presented but their efficacy isn’t tested. The past ten years have seen an incredible rise in the usage of Machine Learning (ML) and Artificial Intelligence (AI) in the domain of Earth Observation (EO) and Remote Sensing (RS). Given the influence of these algorithms from the field of Computer Science on the domain of Earth Observation, it is perhaps wise to also consider their limitations. Indeed, increasing awareness of the fallacies of data-driven ML methods is calling for ethical guidelines for AI so society can responsibly utilize the great potential of these technologies. By, the concepts of explainability and transparency were included in most guidelines on Responsible AI as well as legislation. This paper reviews published examples of explainable ML or explainable AI in the field of Earth Observation.

Consideration of human-centered AI methodologies
The application of AI in spatial studies necessitates the adoption of human-centric machine learning methodologies, which prioritize the end-user. This approach involves gaining an understanding of local contexts and perspectives, taking into account existing decision-making systems, and acknowledging the ethical implications while integrating human experience and knowledge. mentions that societal and environmental wellbeing is a main component of trustworthy AI. Furthermore, accounting localized needs, values, and ethics is crucial for geospatial AI. Incorporation of human-computer and human–robot interaction technologies. Ethically aligned design is essential for human-centeredAI solutions that maintain fairness and justice. Human-Centered Approaches to Design and Evaluate AI, Humans Teaming with AI (Capel & Brereton, 2023). Top-down and Human-centered analysis to define the design space of AI assistance elements which centering on what decision-makers need rather than technical availability for better human-AI decision making.
Human-centered AI: Beginning with the end-users in mind - The disconnect between technical experts and the local community can give rise to prior assumptions that are often unreflective of the situation on the ground, leading to solutions that are illsuited to the specific contexts to which they are applied. We, therefore, call on researchers to adopt a more human-centric approach to applied ML research that takes into account the socioeconomic, cultural, and geographic realities of the vulnerable communities that these solutions aim to serve. We implore ML researchers to develop human-centered ML solutions that factor in the needs, perspectives, and lived experiences of domain experts, decision-makers, and affected communities. As Okolo et al. state in, researchers must pivot towards more inclusive ML design methodologies in order to achieve impactful outcomes.

While Ai systems have largely been driven by a technology-centered design approach, the potential societal consequences of AI have mobilized both HCI and AI researchers towards researching human-centered artifcial intelligence (HCAI). . This paper presents a critical review of the large corpus of peer-reviewed literature emerging on HCAI in order to characterize what the community is defining as HCAI.
Through our analysis and mapping, we found four major themes of research under the umbrella of HCAI. These are Explainable and Interpretable AI, Human-Centered Approaches to Design and Evaluate AI, Humans Teaming with AI, and Ethical AI. 
This is representative of the move towards HCAI, w. A human-centered approach to designing and evaluating AI involves the use of human-computer interaction methods and tools in the design and evaluation of AI systems. Within our corpus, 49% of the papers approached the design and evaluation of AI through a wide variety of human-centered design methods or advocated for such. 4.3 Humans Teaming with AI Humans teaming with AI posits that by working together, both the AI and the human can perform better and enhance their capabilities more than either could achieve by working alone. Human-machine team systems are usually evaluated through a lens of performance (the humans or the AI or both) and/or the satisfaction of the human with the performance of the AI system.  Humans and AI are a Team. Research that considered humans and AI as a team did so largely through a lens of collaboration Humans in the Loop. Human-in-the-loop (HITL) is an area of AI that is aimed at leveraging both AI and the human in the creation and ongoing use of machine learning models Ethical AI
In a human-AI co-creation, AI not only categorizes, evaluates and interprets data but also generates new content and interacts with humans. With the availability of ChatGPT, DALL.E  Github Copilot [3] and other generative AI tools, co-creative AI is gaining increased interest and popularity among the general public. As co-creative AI is a form of intelligent technology that directly involves humans, it is critical to anticipate and address ethical issues during all design stages. (Human-AI co-creativity is a rapidly growing area of study given that AI is being used increasingly in collaborative spaces, including collaborative music, collaborative design, collaborative dance, or even in hospitals as virtual nurses.
Finally, we propose a framework based on more inclusive, human-centered methodologies rooted in the needs, perspectives, and lived experiences of domain experts, decision-makers, and local communities in the Global South.
These ethical concerns include but are not limited to privacy, stigmatization, data veracity, fairness and transparency, algorithmic bias, imbalanced representations, socio-cultural sensitivities, and human rights among others.

Integrating human knowledge & experience - Human-in-the-loop systems incorporate iterative human feedback to increase the quality and quantity of data annotations and improve overall model performance. Human-in-theloop can also be interpreted as some level of manual human intervention to address the limitations of ML systems. When developing AI4EO solutions that support complex decisions like which communities should be prioritized to receive humanitarian aid, it is crucial to involve human intervention at both intermediary and final stages of decision-making processes. As demonstrated in Section II-C, the implementation of human-in-the-loop validation protocols helps to improve trust in the system and ensure that humanitarian interventions and policies are not based on poorly generalized model predictions.

a human-centred AI approach should be adopted that puts the human interest at the centre.
requires human supervision to ensure that the results are accurate and that any potential biases or errors in the data are identified and corrected Human supervision is also important in the interpretability of the results It does so by ensuring the possibility of human intervention throughout the system lifecycle.
Responding to the call of Humanistic AI, which values the humanistic perspectives of GIS, we advocate for Humanistic GeoAI, meaning that GeoAI is designed to be a loyal friend to humans instead of a threat. We believe that geoprivacy is a vital part of this design and needs to be taken care of with respect. In Humanistic GeoAI, Geoprivacy and GeoAI complement and benefit each other because, on the one hand, a properly designed and widely recognized geoprivacy protection mechanism guarantees that GeoAI has access to privacy-preserved location data without barriers and can utilize them for modeling, prediction, and knowledge discovery tasks without worrying about privacy issues (i.e. Geoprivacy for GeoAI).
Similarly, the human-computer interaction (HCI) research community has proposed, for over two decades, principles and guidelines for the design of an effective human interaction with AI systems.
Impact Assessment
evaluating impact beyond the scope of ML performance metrics
Important geospatial tasks or AI assisted urban tasks that have significant impact to the public and communities should not be automatic and needs involvement and monitoring of experienced professionals. Going beyond the development of AI in sectorial areas, so as to understand the impacts AI might have across societal, environmental and economic outcomes.
To overcome potential risks of geospatial AI adoption cities should conduct a comprehensive risk assessment and develop strategies to mitigate them effectively. 

Measuring impact: Beyond ML performance metrics - Current practices in ML research often prioritize novel methods and incremental performance improvements in benchmark datasets over real-world applications [10]. Moreover, it is also important to understand how ML performance indicators (e.g. accuracy, F1-score) relate to the broader impacts of AI4EO projects (e.g. time and cost savings, number of vulnerable communities served, etc.). 

Working closely with key stakeholders during the project lifecycle and maintaining relationships beyond project completion is important in understanding both the immediate and long-term impacts of the AI4EO systems. This is particularly crucial in the social sector where measuring policy and program outcomes can span long periods of time, typically several years. We highlight the importance of engaging closely with stakeholders in defining end goals and understanding how ML metrics translate to real-world impact.

This risk is not merely theoretical; recent studies have shown that biases in AI models can have significant real-world impacts, such as reinforcing existing social inequalities. Moreover, machine learning algorithms are increasingly used to support humans or even autonomously make decisions with significant impact in people’s lives.

Building digital/AI literacy
To effectively leverage AI solutions planners and other policymakers should have fair knowledge about the systems other than the system design experts. Trainings. user education is proven to be effective in addressing issues associated with AI adoption. Promoting AI literacy and awareness about AI ethics among non-experts is essential for successful AI applications. Increased access to data, open training, knowledge and research share are solutions to address knowledge gaps. To enhance civic participation, citizens need skills and knowledge to engage in dialogue about public AI system outcomes and professionals need capacity building for accountability and adequate engagement. Expand training. To take advantage of the rapid development of ML and unparalleled computational power, it is imperative that the next generation of ESE practitioners are prepared to properly utilize these tools. challenge for participatory AI is the potential inability for the community to fully engage on such topics because of the need for basic technical understanding.
Gaps in AI and digital literacy - Basic AI and digital literacy have become essential for key stakeholders to understand the potential benefits of AI4EO solutions. Misconceptions around AI and the black-box nature of many AI and ML models often give rise to either mistrust or inflated expectations. Such communication can include conversations with (local) decision-makers about the requirements, capabilities, and limitations of these systems. Communicating potential challenges in model development such as geographic distribution shifts, incomplete or noisy labels, and imbalanced representations is also essential for setting realistic expectations among local stakeholders. Close collaboration with decision-makers is vital in implementing decision support systems that guide end-users on how to properly interpret and use model outputs. Finally, organizing AI4EO training initiatives and knowledge transfer sessions can help non-technical decision-makers improve their conceptual understanding of these systems as well as the general perception and reception of these technologies.

AI models can provide results and predictions that are difficult for humans to understand, so it is important for human engineers to be able to interpret and explain the results and predictions of the AI models.

gaps in technological literacy
Organizational strategies
Developing geospatialAI in data-scarce & low-resource settings & organizational strategies
Main barrier for geospatialAI implementation in developing countries is the data scarcity and financial barriers. Furthermore, the capability of organizational strategic planning is critical for successfully adopting and implementing AI.
state that creation of legal and policy guidelines and regulations is another solution to mitigate the negative impacts of generativeAI. Multidisciplinary collaboration is a solution manage these regulatory and ethical considerations as it facilitates the development of guidelines and standards. Responsible approaches for data scare regions. Laws, regulations, and policy change require before technology alterations. highlight the developments enabling advances in geospatial artificial intelligence (GeoAI) as increase in low-cost cloud computing, the accessibility of inexpensive sensor technology, the ongoing expansion of geospatial information, and the creation of new algorithms that can leverage multiple data sources. Expand infrastructure, knowledge sharing, data sharing. legal frameworks and provide quality assurance mechanism to test AIs’ compliance with ethical/legal considerations.
“The deployment strategies should be scalable, efficient, and compatible with the city's technological ecosystem. Real-time inference capabilities, edge computing, and cloud-based deployments are among the options to consider for geospatial AI models in cities.”
After deployment, the monitoring the performance of geospatial AI models and updates for improvements is required to retraining and optimization to maintain the models' effectiveness. The assessment of model outputs and user feedback contribute to the issue resolution long-term success and sustainability of geospatial AI implementation in cities. 
Developing AI4EO in data-scarce & low-resource settings - Resource constraints, including difficulties acquiring sufficient labeled remote sensing data samples, high costs of acquiring. high-resolution satellite images, and compute-intensive requirements needed to run complex deep learning models, all pose a significant challenge to adapting state-of-the-art AI4EO methods in developing regions. 
Thus, further research on AI4EO in limited data settings using techniques such as few-shot learning, semi-supervised learning, and self-supervised learning is needed. Super resolution of low-resolution satellite images is also viable alternative to purchasing proprietary, often expensive high resolution satellite images. Thus, we highlight the need for cost-efficient methods and accessible data sources tailored for low-resource environments to enable broader adoption of the technology.
Consideration of Participatory Approaches
Co-design or other Participatory approaches to design planning support systems focuses on strong developer–stakeholder interactions and helps to achieve common goals and expectations. The participatory or collaborative or community-based approaches involves the collaboration with local government partners and institutioning. Designing of AI based tools for geospatial tasks requires not only technical expertise but also locals and expertise in humanities and social sciences to identify potential risks for a given community Strong engagement of local representatives and local decision makers at the early stages of research ensures that the goals of the system are aligned with the objectives of the application or needs of the community and supports the achievement of impactful outcomes. AI training without human oversight can lead to harmful outcomes, and also a well-defined scope is necessary for effective AI adoption. Therefore, systems that have high impact on society need to be operated and monitored by well experienced people. Collaboration with multiple disciplines, locations, professional and communities provide better outcomes for digital technology adoption for urban planning and management. Engagement between AI systems designers and experts in the field also contribute to robust and context appropriate solutions. Fostering interdisciplinary involvement with stahe holders in the design, implementation, evaluation, monitoring phases is necessary. Being inclusive in data governance means the consideration of the perspectives of different sociodemographic. Citizen science approaches that used social media and mobile applications can also be used for comprehensive dataset preparation for AI adoption. 
For instance, In the context of cartography and urban map making using AI, it is suggested that a collaborative approach between cartographers and AI developers and incorporation of local knowledge could be instrumental in addressing inherent limitations, improving map accuracy and mitigating potential ethical issues. Furthermore, the utilization of AI could potentially enhance participatory mapping efforts and promote community engagement. According to comprehensive discussion of stakeholders, is crucial for understanding the associated risks of GenerativeAI. Furthermore, they mention participatory approaches in the decision-making processes of AI system design can redefine the principles of GenerativeAI design to be more human-centric and inclusive, such as the creation of creative assistive technologies.
understanding users’ perception and mental models of AI is important to address ethical dilemmas, accountability issues in creation in GenerativeAI. AI potential is not substitute for human expertise, experts must be actively involved in the development and implementation of AI systems to ensure their effectiveness. Collaboration and partnerships also support the fundings, data deficits, financial and resource issues, addressing ethical and legal issues of AI adoption. Citizen science approaches benefits Towards inclusive and meaningful technology especially in data scarce regions and may address concerns regarding knowledge gaps. While image acquisition and decision-making necessitate human supervision. Interdisciplinary collaboration does not necessarily require Planners and researchers to involve technical know-how but rather collaborate with technical expertise in development of AI tools for they specific research need. demonstrate the value of domain knowledge in directing GeoAI study to urban problem-solving. 
Human-in-the-loop is not limited to the final output of an algorithmic decision-making system or its design but also in its production, full life cycle from the origins of data collection to deployment and beyond. Therefore, effective collaboration will only be possible if planners, researchers, policymakers understand fundamental ML concepts. AI in urban sector can draw from experience in participatory approaches. Engagement of multi-disciplinary teams of researchers, practitioners, policy makers, and citizens to co-develop and evaluate in the real-world algorithmic decision-making processes can maximize fairness, accountability, and transparency while respecting privacy.  participatory AI for urban planning enables cities to facilitate socially responsible AI outcomes. Engaging the public will not only improve the community’s trust of the AI, but also improve the degree of social responsibility of the AI’s implications and the community will help bring social context to the AI logic and context can mitigate bias that may result in poor AI decision outcomes in cities.
Effective CV deployment for cities or urban planning requires technical expertise, computational resources, and technical feasibility. To overcome resource constraints and skill gaps, which can be costly to obtain, partnerships and collaborations are essential.
Furthermore, through collaboration engagement with various stakeholders can leverage domain expertise, resources and valuable insights for Successful integration of geospatial AI. Furthermore, stakeholder engagement fosters a sense of ownership and ensures whether the aspirations of people are met.
“Efficient urban governance requires constant engagement with the public in order to ensure adequate consideration of their interests in the decision-making process.”

Integrating human knowledge & experience - Human-in-the-loop systems incorporate iterative human feedback to increase the quality and quantity of data annotations and improve overall model performance. Human-in-the-loop can also be interpreted as some level of manual human intervention to address the limitations of ML systems. When developing AI4EO solutions that support complex decisions like which communities should be prioritized to receive humanitarian aid, it is crucial to involve human intervention at both intermediary and final stages of decision-making processes. As demonstrated in Section II-C, the implementation of human-in-the-loop validation protocols helps to improve trust in the system and ensure that humanitarian interventions and policies are not based on poorly generalized model predictions.

In this article we are looking more closely at how these systems are developed. A multitude of participatory approaches and methodologies are used for developing a PSS—codesign being one of them. Similar to other participatory planning approaches, co-design capitalizes on a shift from a top-down and hierarchical planning to a more bottom-up approach, in which participants directly contribute to the development of the PSSs by engaging in participatory design methods, such as workshops, debates, and presentations.

It is important to note that there was also an early backlash to the profession of urban modeling as the first generation of urban models were top-down driven through mathematical optimization and did not involve planners and other key stakeholders in the city planning process. This gave rise to the collaborative approaches in the design and use of such digital tools. we were conscious of tensions around algorithmic accountability as well as debates over PSSs and automation within urban planning and valuation.

It is essential to help shape and evaluate the process and outcomes through a participatory AI
policy approach. 
AI models are only as good as the data they are trained on, so it is important to ensure that the data used to train the model is accurate, unbiased, and representative of real-world conditions Additionally, AI models may be more efficient, but they also need to be validated and verified by human engineers. Human supervision is also important in the interpretability of the results generated by AI models.
This is representative of the move towards HCAI, w. A human-centered approach to designing and evaluating AI involves the use of human-computer interaction methods and tools in the design and evaluation of AI systems. Within our corpus, 49% of the papers approached the design and evaluation of AI through a wide variety of human-centered design methods, or advocated for such. 4.3 Humans Teaming with AI Humans teaming with AI posits that by working together, both the AI and the human can perform better and enhance their capabilities more than either could achieve by working alone. Human-machine team systems are usually evaluated through a lens of performance (the humans or the AI or both) and/or the satisfaction of the human with the performance of the AI system. Humans and AI are a Team. Research that considered humans and AI as a team did so largely through a lens of collaboration Human-in-the-loop. Human-in-the-loop (HITL) is an area of AI that is aimed at leveraging both AI and the human in the creation and ongoing use of machine learning models. Ethical AI,
Participatory approaches to artificial intelligence (AI) and machine learning (ML) are gaining momentum: the increased attention comes partly with the view that participation opens the gateway to an inclusive, equitable, robust, responsible and trustworthy AI. Among other benefits, participatory approaches are essential to understanding and adequately representing the needs, desires and perspectives of historically marginalized communities.
Data Privacy Management
Developing strategies to address privacy concerns of the public.
In the geospatial domain, ethical AI has a strong local dimension and privacy concerns that needs to be considered.  Addressing the privacy concerns should be the initial step for gaining the public trust and empowering the public in geospatial AI domain. Specially for urban analysis based on computer vision technologies, privacy concerns are a major risk and challenge associated and therefore, privacy preserving AI is a must for sustainable solutions. mentions that privacy and data governance ac one of main prerequisite of trustworthy AI. Privacy in data collection and usage is crucial for co-creation AI or generative AI. Establishing data-sharing protocols and collaboration can ensure confidentiality and facilitate the responsible data governance for AI. Data anonymization, responsible data management are some solutions.
Although CV or any other geospatial AI can offer many benefits to cities, it also poses ethical and privacy concerns due to the use of location-based data. Therefore, cities should adhere to responsible data governance, privacy protections, and legal compliance to uphold public trust. Moreover, cities should adopt clear policies for data collection, storage, usage, and consent, as well as prioritize data anonymization and transparency.

The notion of DE envisions citizens as key actors, both as data users and data producers through crowdsourced and citizen/community science projects, but citizens’ role in the governance of data is weak.  Yet, the inclusion of bottom-up perspectives in the data governance of such initiatives can improve the capacity to address societal concerns and needs of communities underrepresented within an exclusively top-down approach.

protection of individuals who have been mentioned, depicted, or expressed opinions in CH documents is highlighted in most practical discussions of ethical privacy concerns and the right to be forgotten in large-scale digitization projects, locating and preserving personal information is still a challenge.

the use of location data is a double-edged sword, and improper use of location data may result in violations of people’s geoprivacy and create severe societal, legal, ethical, or security issues. Responding to the call of Humanistic AI, which values the humanistic perspectives of GIS, we advocate for Humanistic GeoAI, meaning that GeoAI is designed to be a loyal friend to humans instead of a threat. We believe that geoprivacy is a vital part of this design and needs to be taken care of with respect. In Humanistic GeoAI, Geoprivacy and GeoAI complement and benefit each other because, on the one hand, a properly designed and widely recognized geoprivacy protection mechanism guarantees that GeoAI has access to privacy-preserved location data without barriers and can utilize them for modeling, prediction, and knowledge discovery tasks without worrying about privacy issues (i.e. Geoprivacy for GeoAI).
These ethical concerns include but are not limited to privacy, stigmatization, data veracity, fairness and transparency, algorithmic bias, imbalanced representations, socio-cultural sensitivities, and human rights among others. privacy protection

Other challenges related to the distribution of economic resources, the allocation of responsibility, and the protection of privacy emerge from the analysis of the literature and should be considered for a trustworthy application of AI in CH. For this reason, when using AI at CH for conservation purposes, a human-centred AI approach should be adopted that puts the human interest at the centre.

Data Quality
Integration of quality, diverse and context-appropriate data by adapting and balancing the datasets (approaches to integrate/adapt and balance) 
In order to ensure the fairness of machine learning-based analyses, it is imperative that the datasets utilized are representative, balanced, UpToDate and devoid of bias. Furthermore, leveraging publicly accessible datasets such as social media data, satellite images is a potential solution. The data used to train and operate models decides the reliability of the outcome. Scalability and high dimensionality of data is also important when using AI and DL for urban tasks.
Ensuring the accuracy, completeness, coverage and timeliness of diverse data is necessary for AI based urban measurement. It is important ensuring that adequate amounts of high quality and appropriate data types are accessible for AI models. Limitations of many AI, CV based models can be avoided significantly by integrating quality data and measurements. state that by integrating multiple data sources, AI can make maps more accessible. bias-free training data is crucial for GenerativeAI or co-creative AI. requiring multi-source data for comprehensive analysis. pre-processing of the data set is necessary for quality results. data minimization measures. Bias mitigation mechanisms, checking training data are diverse and representative is necessary to make sure decision-making systems do not make unintentional harm. Expand datasets availability. Improve collection of high-quality data, close data gaps. in their study propose few solutions to address the data gap in CDT. However, more “representative” data rather than “big” data are more important for obtaining robust, powerful ML models.
(For effective geospatial AI implementation identifying appropriate data sources is important and the choice of data source depends on the specific use case and the level of detail required. Furthermore, consideration of data availability in terms of source, data volume, the frequency of data updates, and the required coverage; need to be considered for effective geospatialAI integration for urban planning needs.
Data quality is crucial for accurate and reliable geospatial AI analysis. Cities should implement quality control measures to assess the accuracy, completeness, and consistency of the collected data.  Geospatial data often requires preprocessing to ensure data quality and for that, techniques like preprocessing, data validation, data cleaning, and error correction can be employed. Additionally, establishing data standards and protocols can help maintain consistency and interoperability across different datasets. These techniques help enhance. the performance and accuracy of geospatial AI models.

Cities can consider collaboration and partnership for acquiring data and leverage open-source libraries and tools specifically designed for geospatial data preprocessing to streamline.

When acquiring geospatial data, cities must prioritize data privacy and security. They should establish protocols and safeguards to protect individual privacy and comply with data regulations. This includes ensuring proper anonymization techniques are applied when working with sensitive information. Additionally, cities should adopt responsible and ethical data usage practices. This involves obtaining appropriate consent, securely storing and transmitting data, and being transparent about data handling policies. By prioritizing data privacy and security, cities can build trust with their residents and stakeholders.

The potential inaccuracies in data and the subsequent analyses needs careful consideration, particularly in the context of planning projects or formulating policies as they impact to the people’s lives . The characteristics of data can influence urban planning.
Inaccurate or incomplete training data could result in either ineffective applications or negative bias results.
Data management is crucial for the successful integration of computer vision (CV) in urban planning. However, geospatial data presents numerous challenges in terms of quality, availability, cost, and bias. Therefore, it is imperative to comprehend the aspects of data management in geospatial AI applications, such as data sources, data availability, and preprocessing. Understanding these aspects and their associated issues and trade-offs can help ensure reliable and accurate results in CV deployment for urban planning. Additionally, it is vital to ensure that training datasets are representative and unbiased, as uneven data distribution, sampling biases, and subjective data labelling can all impact data quality. Adhering to best practices for collecting and preprocessing geospatial data, following data standards, and leveraging data augmentation techniques are crucial to ensure optimal data quality and enhance the robustness of geospatial AI models. By leveraging diverse data sources, geospatial AI can provide a comprehensive and holistic view of the city's operations. 
Lack of data availability and reliability - AI systems for sustainable development depend heavily on the availability of ground-truth data on development indicators. Such data are often scarcest in developing regions Even when available, much of the data lack georeferenced. information or are incomplete, noisy, biased, or otherwise unreliable, restricted. to a few geographic locations, updated infrequently, The lack of timely and contextualized data.

To respond to a need of authenticity, the principle of Reliability must be introduced within the framework. To assure the authenticity of the digital and virtual reproduction, it is important to evaluate the reliability of the data used to train the model. It is crucial to use data and material described by trusted CH experts to ensure reliable results in terms of description and interpretation.

Robust and Context-specific Design
Ensuring whether the AI based designs are robust and context-appropriate for the focused area.
It is highly important for designers to engage with experts in the field to develop robust context-specific solutions. mentions that technical robustness and safety are crucial to consider an AI system as trustworthy. A robust AI model will take into consideration the facts such as technical robustness, safety, scalability etc. Furthermore, the modification of learning schemes can contribute significantly to achieving fairness. Improved system robustness also minimizes the general risks of AI systems. for instance, robust examination of how well generative AI represent accurate and place-specific context is needed for trustworthy AI. Development of scalable, flexible AI architectures is crucial for geospatial AI, to accommodate growing data volume, expanding urban areas and changing environmental conditions. Building more robust, safe, and reliable models is also a solution for responsible AI use. Rationale behind the task and suitability. models that would be capable of handling large voluminous data. Technical Robustness is crucial for trustworthy AI. 
To achieve accurate and reliable results in geospatial AI tasks, it is crucial to select appropriate algorithms and model training methodologies. For example, in urban planning convolutional neural networks CNNs algorithms are commonly used for land use classification tasks. 
Integration, real-time processing, and scalability concerns need to be addressed when deploying trained models at scale in urban environments. Solutions such as platforms with pre-built models and APIs can support a simplified and efficient development and deployment process, reducing the expertise requirements.
Robust Validation
Robust Validation of the Accuracy of Automated Tasks
Validation of automated task not only by the technical expertise but also with the help of conceptions of the target groups involving different parties such as communities, institutions etc is crucial for geospatial analysis. Validation protocols that involve humans and real grounds validations are crucial for successful geospatial AI implementation. Continuous impact assessments or periodically evaluating the AI decisions is required for successful AI adoption. Verification, validation, and accreditation of models. Feedback and constructive criticism are also necessary to address ethical concerns of Co-creation ai or generativeAI. human review, and a feedback loop back to model training. Model evaluation, multiple metrics should be employed for a given model.
Model evaluation helps evaluate the model's generalization capabilities and obtaining feedback to making necessary adjustments and improvements to the models.
the implementation of human-in-the-loop validation protocols helps to improve trust in the system and ensure that humanitarian interventions and policies are not based on poorly generalized model predictions.

Additionally, AI models may be more efficient, but they also need to be validated and verified by human engineers). Human supervision is also important in the interpretability of the results generated by AI models. AI models can provide results and predictions that are difficult for humans to understand, so it is important for human engineers to be able to interpret and explain the results and predictions of the AI models. AI models can provide simpler models that are easier for humans to understand, but it depends on the problem being solved and the design choices made by the engineers building the model.
model validation are all strategies that may be used to make AI systems more equitable. By employing these methods, it is possible to check whether the data used to train an AI system are indeed representative of the target population and that the model is not being over-fitted to the training data.
In forms of human-in-the-loop and interactive machine learning, humans may be involved in classifying training, testing, tuning/correcting, and validating machine learning algorithms.
have systematically validated a large number of applicable guidelines for designing the interaction between humans and AI systems. Examples of these guidelines are (i) making clear what the system can do and (ii) how well, (iii) supporting an efficient correction of the system’s errors, and (iv) an efficient dismissal of undesired AI system’s services, (v) mitigating the social biases, and (vi) matching relevant social norms, and so on.

Therefore, a multidisciplinary strategy that should ensure the responsibility of algorithms from different points of view is a prerequisite for the application of AI in CH. It is essential to help shape and evaluate the process and outcomes through a participatory AI policy approach. 
To assure the authenticity of the digital and virtual reproduction, it is important to evaluate the reliability of the data used to train the model. It is crucial to use data and material described by trusted CH experts to ensure reliable results in terms of description and interpretation.

Thus, users are able to evaluate not only the result but also the input factors affecting the result when making a decision.

Human-Centered Approaches to Design and Evaluate AI
. A human-centered approach to designing and evaluating AI involves the use of human-computer interaction methods and tools in the design and evaluation of AI systems. Within our corpus, 49% of the papers approached the design and evaluation of AI through a wide variety of human-centered design methods or advocated for such. Human-machine team systems are usually evaluated through a lens of performance (the humans or the AI or both) and/or the satisfaction of the human with the performance of the AI system. 
4.3.1 Humans and AI are a Team.
evaluation metrics.

Considering algorithmic transparency and accountability
Algorithmic transparency involves participatory labelling and designing processes. This strategy mitigates the risk of misconceptions that may arise if data labelling is exclusively conducted by technical experts. Implementing initiatives such as workshops involving all stakeholders, including users and/or affected parties, for initial label identification bolsters the transparency and accountability of the system. Furthermore, this approach fosters an inclusive and participatory system design. mentions that transparency and accountability is a main component of trustworthy AI. Transparency in development and deployment process makes AI implementation trustworthy and accountable. Furthermore, “The designers and deployers of AI systems need to be accountable for the operations of their systems, particularly when their decisions affect people’s lives”. Accountability is a main concern of generativeAI or human-AI co-creation. Transparency and accountability in AI systems is essential to mitigate potential biases and discriminatory outcomes. As algorithms may contain biases and thereby jeopardize the validity of the findings, assigning responsibility for transparency and accountability of the methods is needed. Incorporation of fairness algorithms, auditing algorithms explainable algorithms and decentralized AI algorithms are some solutions that can be used to prevent bias and enhance accountability. The logic behind the algorithms for AI must be transparent.
· “Lack of mission transparency” – “In AI, transparency is considered a broad concept that stretches throughout different stages: it is related to algorithmic transparency, explainability, interpretability and trust.”
Responsibility attribution: where duty falls when algorithms have varied degrees of agency to act is another problem that arises with the application of AI in CH conservation and archaeological practice, particularly when their actions cause harm or have unfavourable effects. It is crucial to clarify whether the algorithm may be viewed as an ethical actor or if its programmers and users are the only ones accountable for its behavior. 

The principle of shared responsibility comes into play when it proves difficult to assign responsibility for the results of the AI models used. This shows that the various actors involved in the decision-making process are responsible for the actions taken. For this reason, both Computer Scientist and the Architects or Cultural Managers are held accountable for the actions taken with the help of AI. However, it is important to underline that a prerequisite of the accountability of all the actors involved is the Explainability of AI models. In fact, it is crucial to increase the transparency of AI models and justify AI-based results with a rationale that is understandable to non-technical users, such as art historians, archaeologists, as well as audiences and communities. Therefore, a multidisciplinary strategy that should ensure the responsibility of algorithms from different points of view is a prerequisite for the application of AI in CH.

To make sure AI is utilised for the sake of humanity, we must carefully assess its ethical, legal, and societal consequences. Transparency is a fundamental concept of ethical artificial intelligence. Decision-making processes in AI systems need to be transparent in order to ensure that users and stakeholders can comprehend them. 
In discussing the ethics and legality of migration analytics and forecasting protocols,
two key concepts form the core of the debate. These are transparency of the data collection,
modelling, and decision chain; and the explainability/comprehensibility of the technicalities
that lie within this link. 
Value Capture
Focus on value uplift and value capture use cases.
societal and environmental wellbeing is a main component of trustworthy AI. and the outcomes should benefit for all including the less privileged. Responsible AI use depends on the values included in the problem formulation.
City governments, for instance, are experimenting with the opportunities offered by geospatial data to tackle urban challenges and create public value, by providing, for example, citizen-centric public services and improving governance. Public value creation through geospatial data at a local level also takes place when using digital twins of cities to test policies before adoption. 
For instance, in the geospatial domain top-down earth observation is often used to collect information for urban planning. Yet, the inclusion of bottom-up perspectives in the data governance of such initiatives can improve the capacity to address societal concerns and needs of communities underrepresented within an exclusively top-down approach.
We engage this framework of planning culture in our analysis of how practitioners translate values, principles, and practices from physical services rendered to citizens to emerging digital and AI enabled services in the public sectors. 
Such technologies promise to make cities more resilient and sustainable — to add value and vigor to the socio-ecological binomial, particularly by intelligently supporting and augmenting activities tied to urban planning and preparedness, as well as response and recovery efforts.
The aim of this perspective is to call researchers working on fairness, accountability, and transparency to work with DRM and local experts—so we can ensure that disaster mitigation and relief is accountable, considers local values, and is not unintentionally biased.
We, therefore, call on researchers to adopt a more human-centric approach to applied ML research that takes into account the socioeconomic, cultural, and geographic realities of the vulnerable communities that these solutions aim to serve.
solutions that factor in the needs, perspectives, and lived experiences of domain experts, decision-makers, and affected communities.

When developing AI4EO solutions that support complex decisions like which communities should be prioritized to receive humanitarian aid, it is crucial to involve human intervention at both intermediary and final stages of decision-making processes.
As demonstrated in Section II-C relate to the broader impacts of AI4EO projects (e.g. time and cost savings, number of vulnerable communities served, etc.)
Among other benefits, participatory approaches are essential to understanding and adequately representing the needs, desires and perspectives of historically marginalized communities.

Responsible AI factors.: Fairness, Transparency, Accountability, Robustness & Safety, Privacy & Governance, Societal & Environmental Wellbeing. Indeed, increasing awareness of the fallacies of data-driven ML methods is calling for ethical guidelines for AI so society can responsibly utilize the great potential of these technologies. How can a practitioner be certain that their risk model is not biased against the most vulnerable societal groups in a city?
Nowadays, the large-scale availability of human behavioural data and the increased capabilities of artificial intelligence (AI) are enabling researchers, companies, practitioners and governments to leverage machine learning algorithms to address important problems in our societies.
An increasing number of researchers report on studies into the use of AI in the public sector, i.e., public AI. These algorithmic systems are put to use for informing or automating (public) decision-making by government public service (sector) agencies. The application contexts researchers report on include: child protection; public housing public health social protection; public security and taxation.
Algorithmic decision-making and big data systems are increasingly being used to provide innovative and essential services in the public sector. We engage this framework of planning culture in our analysis of how practitioners translate values, principles, and practices from physical services rendered to citizens to emerging digital and AI enabled services in the public sectors.
