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We applied the following 7-steps semi-automatic stimuli selection procedure to IAPS (Lang et al.,
2008) and OASIS (Kurdi et al., 2017), two datasets of realistic pictures that have been annotated
in the valence and arousal dimensions. The annotations are provided as mean (m) and standard
deviation (s) across the raters, for both the valence (mv, sv) and arousal (ma, sa).

Steps 1-5 of the procedure were based on the geometrical proprieties of the stimuli in the 2-
dimensional Valence-Arousal space, that were considered either as points x = (ma,mv)

T
, or gaussian

vectors x ∼ N (µ,Σ), with µ = (mv,ma)
T
and Σ =

(
sv 0
0 sa

)
. Steps 6-7 were based on the ratings

provided by 9 independent judges.

Step 1

From the annotations range R, we computed the central point c and the peak-to-peak span p as,
respectively:

c
.
= (vc, ac)

T
=

(
min{R}+ max{R} −min{R}

2
,min{R}+ max{R} −min{R}

2

)T

(1)

p = max{R} −min{R} (2)

Step 2

We extracted the following subsets of points belonging to the fours affective quadrants HVLA (High
Valence High Arousal), HVLA (High Valence Low Arousal), LVHA (Low Valence High Arousal) and
LVLA (Low Valence Low Arousal), excluding near-to-neutral points:

HVHA = {x | v > vc + 0.1 · p, a > ac + 0.1 · p} (3)

HVLA = {x | v > vc + 0.1 · p, a < ac − 0.1 · p} (4)

LVHA = {x | v < vc − 0.1 · p, a < ac − 0.1 · p} (5)

LVLA = {x | v < vc − 0.1 · p, a < ac − 0.1 · p} (6)
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Step 3

For each quadrant l = {HVHA, HVLA, LVHA, LVLA}, we computed gaussian centroid vectors
πl = N (µl,Σl), where the mean vector and the covariance matrix are defined as, respectively:

µl =
1

#Sl

∑
x∈Sl

µx (7)

Σl =
1

#Sl

∑
x∈Sl

Σx (8)

µx and Σx are, respectively, the mean vector and covariance matrix of x, Sl is the set of x belonging
to the quadrant l and #Sl is the cardinality of Sl.

Step 4

For each vector x = N (µ,Σ) ∈ Sl we computed its distribution similarity with the centroid vector
πl by means of the Bhattacharyya distance d (x,πl), defined as (Choi and Lee, 2003):

d (x,πl) =
1
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T
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1
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)
(9)

where Σ′ = (Σ+Σl) /2 and det (·) is the determinant.

Step 5

From each quadrant l we extracted the 6 stimuli with the highest Bhattacharyya distances.

Step 6

Nine indipendent raters selected, from each set of 6 stimuli, a subset of 4.

Step 7

We selected the 4 stimuli that obtained the highest percentage agreement (McHugh, 2012) across
the raters. In case of parity, we considered the highest distance from the centroid.
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