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Abstract

This study numerically investigates kinematics of dynamic stall, which is a crucial matter in wind turbines.

Distinct movements of the blade with the same angle of attack (AOA) profile may provoke the flow field due to

their kinematic characteristics. This induction can significantly change aerodynamic loads and dynamic stall

process in wind turbines. The simulation involves a 3D NACA 0012 airfoil with two distinct pure-heaving

and pure-pitching motions. The flow field over this 3D airfoil was simulated using Delayed Detached Eddy

Simulations (DDES). The airfoil begins to oscillate at a Reynolds number of Re = 1.35 × 105. The given

attack angle profile remains unchanged for all cases. It is shown that the flow structures differ notably between

pure-heaving and pure-pitching motions, such that the pure-pitching motions induce higher drag force on the

airfoil than the pure-heaving motion. Remarkably, heaving motion causes excessive turbulence in the boundary

layer, and then the coherent structures seem to be more stable. Hence, pure-heaving motion contains more

energetic core vortices, yielding higher lift at post-stall. In contrast to conventional studies on the dynamic stall

of wind turbines, current results show that airfoils’ kinematics significantly affect the load predictions during

the dynamic stall phenomenon.

Keywords: Wind energy, Wind turbine, Dynamic stall, Fluid-Structure Interaction (FSI), Computational

Fluid Dynamics (CFD), Renewable energy.

1. Introduction

Dynamic stall is a common phenomenon in aerodynamics, which involves a series of flow separations ac-2

companied by reattachments on the surface of the airfoil due to rapid changes in the angle of attack. These

changes could be due to rapid unsteady movement of blades, such as rotational and translational motions. Deep4

dynamic stall is referred to as process of the formation and shedding of the Leading Edge Vortex (LEV) on

the suction side of the airfoil, where complex flow structures are created due to highly non-linear flow regime6

in wake. In the helicopter rotors’ design, dynamic stall is considered in a small range of angles of attack to

prevent the helicopter rotors from experiencing a deep dynamic stall [1, 2, 3]. However, a deep dynamic stall8

occurs in wind turbines [4, 5, 6, 7, 8, 9]. One of the essential factors in wind turbines is the aerodynamic loads’
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accuracy for each blade section. These aerodynamic loads undergo massive changes when a blade is subjected10

to dynamic stall. Large hysteresis can occur when a deep dynamic stall appears.

The dynamic stall occurs typically at high angles of attack (AOA) than the static stall, so the blade’s12

aerodynamic behaviour would be quite different [3, 10, 11, 12]. Any unsteadiness in the flow velocity or

direction causes the advent of the dynamic stall in wind turbines [10]. Unsteadiness could occur from yawed14

wind, gusts, or large-scale atmospheric turbulence. Another essential part is the kinematics of the wind turbine

blades during unstable conditions. The requisite kinematic behaviours that lead to deep dynamic stall are16

the bending fluctuation of flexible blades, changes in the blades’ pitch angle, and the yawing of the turbine

[13, 14, 15, 16].18

Dynamic stall is a primary phenomenon in Vertical Axis Wind Turbines (VAWTs) since the angle of attack

of the blades is continuously changing [17, 18, 19]. These changes in the angle of attack are due to the20

rotational motion of the blade, represented by a pitching motion. However, these turbines do not experience

any translational motion. On the other hand, Horizontal Axis Wind Turbines (HAWTs) can have both rotational22

and translational motions [14, 20, 21]. This translational motion often occurs due to the oscillation of flexible

blades during the rotation of blades around the horizontal axis. Therefore, in this study, we focus on HAWTs24

since they often have both kinematics. However, it can be attributed to VAWTs if we consider adding any

translational motion in the blades due to any vibration or deflection. To investigate dynamic stall, a pure-26

pitching motion is applied to an airfoil, and the AOA is changed frequently with respect to the free-stream

velocity. Karbasian and Kim [22] considered a purely pitching airfoil and found that there is a pairing between28

counter-rotating core vortices from the leading and trailing edges of the airfoil in deep dynamic stall. Gharali

and Johnson [13] considered deep dynamic stall for a stationary airfoil by continuous changes in the direction of30

free-stream flow. Their objectve was to study the effect of unsteady wind directions on the dynamic stall of the

airfoil in wind turbines. They found that unsteadiness in the free-stream may cause some severe variations in32

the aerodynamic loads due to strong changes in the strength of core vortices in dynamic stall. Other extensive

studies have also examined the dynamic stall of a pitching airfoil [2, 22, 23, 24], and other applications of the34

dynamic stall in bio-inspired propulsion and energy extraction can be found in [25, 26, 27, 28, 29].

In heaving motion, there are a wider range of conditions under which a heaving airfoil can produce thrust36

compared to the pitching motion. At low oscillation frequencies in the heaving motion, Leading-Edge Vor-

tices (LEVs) interaction with Trailing-Edge Vortices (TEVs) produces a new wake structure that resembles a38

mushroom [23]. However, at higher oscillation frequencies of the airfoil, the interaction of LEVs and TEVs

creates a jet-like wake structure known as inverse von-Karman streets [30]. Jones et al. [31] reported that these40

inverse von-Karman streets occur at relatively high heaving velocities. The heaving amplitude and oscillation

frequency have a notable effect on the aerodynamic loads, and flow structures. Young and Lai [32] observed42

that the generation of aerodynamic loads for pure-heaving airfoil is highly influenced by oscillation frequency.

Additionally, as oscillation frequency reduces, the heaving amplitude should be increased to produce thrust.44

They also showed that thrust generation is possible in higher oscillation frequencies and lower heaving ampli-

tudes [33]. However, Davari [34] showed that wake structure for a heaving airfoil could produce drag, thrust,46
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or nothing (i.e., neither drag nor thrust), depending on the mean AOA, heaving amplitude, and oscillation

frequency. When a heaving airfoil produces thrust, a high-momentum jet flow is created in the center of the48

wake region, in contrast to conventional low-momentum flow. The momentum loss in the wake region also

reduces according to the increasing of the reduced frequency.50

Most studies have used pure-pitching motion to study the dynamic stall, especially for wind turbines. There

is no comprehensive study on the effects of different kinematics on aerodynamic features. The primary studies52

have been done based on the AOA profile, Reynolds number, unsteadiness in the free-stream flow, and oscillation

frequencies. Above all, there is no comprehensive study on blades’ motion to see how aerodynamic loads can54

be affected by kinematic parameters. In other words, two distinct movements may produce the same AOA

profile, but their kinematic characteristics may provoke the flow field. This induction can significantly change56

aerodynamic loads. Our previous experimental study in [35] addressed this issue for low Reynolds numbers.

Particle Image Velocimetry (PIV) measurements were taken into account to figure out the flow structures and58

load prediction. In this Reynolds number, the flow structures are not very different from each other to distinguish

them according to the kinematics. Therefore, this study numerically investigates this issue to uncover the impact60

of the kinematics on the three-dimensional flow at a high Reynolds number.

Medjroubi et al. [36] established a high-order numerical simulation to study the Reynolds number, mean62

incidence and sinusoidal heaving motion of a two-dimensional airfoil. In their simulations, two-dimensional

Navier–Stokes equations were solved using a spectral element method for the spatial discretization and a high-64

order splitting scheme for temporal discretization. Hand et al. [37] numerically investigated the dynamic stall

for a two-dimensional NACA 0018 airfoil with pitching motion. They used the Unsteady Reynolds-Average66

Navier–Stokes (URANS) method and Detached Eddy Simulation (DES) method for a 2D domain, and the

results were compared. Kim and Xie [10] studied the effects of the free-stream velocity on a pitching airfoil’s68

aerodynamic performance in the deep dynamic stall using Large Eddy Simulations (LES). They found that

turbulence in the free-stream velocity significantly affected the lift coefficient during the down-stroke. The70

inertial sub-range yields the extension of the turbulent flow’s pitching mode, but there is a distinctive spectral

gap for laminar flow. Almohammadi [18] investigated the dynamic stall of a pitching NACA 0012 airfoil72

using computational fluid dynamics (CFD). They used a 2D URANS method with a transition SST model for

turbulence modelling. The laminar-turbulence transition was a crucial factor in the design and optimization74

process. Yao et al. [38] investigated the transitional effect on the flow separation and dynamic stall of a pitching

airfoil. They observed that the interaction between the three-dimensional stream-wise vortices has a notable76

effect on the turbulent flow in the dynamic stall phenomenon. Additionally, they observed the LEVs seem

more stable at a higher reduced frequency, decreasing the lift fluctuation in the dynamic stall. As mentioned78

before, there is no any thorough study on the effect of the airfoil kinematics on the dynamic stall and the

generation of aerodynamic loads. This study investigates deep dynamic stall for both pure-pitching and pure-80

heaving motions. This work’s motivation is to set the identical boundary conditions and AOA profile for both

pure-pitching and heaving motions and observe kinematics’ influence on the aerodynamic features (i.e., flow82

structures and aerodynamic loads). The CFD tool was applied to simulate the flow field around a moving
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airfoil. Delayed Detached Eddy Simulations (DDES) approach is used to increase the accuracy of simulations84

and obtain more realistic flow structures in the wake region. The results are compared to determine kinematics’

influence on the flow structure, turbulence, and aerodynamic loads.86

2. Physical model

Figure 1 shows the kinematics and parameters of the dynamic stall for a wind turbine. The airfoils can88

fluctuate due to bending, and it leads to transversal motion along the pitching axis. A flexible airfoil can bend

in each direction, but the displacement in y direction (flapwise) is more extensive than in x direction (edgewise).90

Therefore, we neglect the transversal motions in x direction. The transversal motion in y direction adds an

additional velocity component, which leads to changes in the effective AOA along the airfoil. This airfoil may

Figure 1: Dominant variations in wind turbine and schematic of airfoil motion for one segment of a airfoil.

92

have rotational motion around the pitch axis to change aerodynamic loads. This rotational motion leads to

pitching motion and can change the effective AOA along the airfoil. Note that there is also twist that may94

deform a flexible airfoil around the pitch axis, which causes some changes in AOA. However, for simplicity we

neglect this deformation and only consider dominant motions for a flaxible airfoil. Changes in wind speed or96

direction due to background atmospheric turbulence are also responsible for variations in the AOA angle, and it

causes the dynamic stall. However, other motions like yawing and even changes in the turbine’s rotational speed98

may cause the dynamic stall, which is not considered in this work. The various motions can be categorized as

pure-heaving and pure-pitching motions. One or both of these distinct kinematic motions can cause the dynamic100

stall. The pure-pitching is an oscillation of the airfoil around a pitching axis. The angle between the chord

line and free-stream velocity, U0, represents an effective AOA. In the case of pure-heaving motion, the airfoil102

has reciprocal motion in y direction. This motion in y direction forms additional velocity components. The

combination of heaving and free-stream velocities, which are normal and parallel to the chord line, respectively,104

forms a new effective AOA. The heaving motion is a sinusoidal motion along y direction

h(t) = hm sin(2πft), (1)
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where hm, f , and t are the heaving amplitude, oscillating frequency, and time, respectively. Additionally, the106

lift and drag coefficients are represented by

CL =
L

0.5ρcU2
0

, CD =
D

0.5ρcU2
0

, (2)

where L and D are lift and drag forces acting on the airfoil’s aerodynamic center. Also, ρ and c are fluid density108

and chord length, respectively. Note that lift and drag forces are normal and tangent to the total velocity,

respectively. Hence, the effective angle of attack is an angle between the chord line and total velocity. Hence,110

the effective angle of attack α for a airfoil with heaving motion is

α(t) = α0 + tan−1
[2πfhm

U0
cos(2πft)

]
, (3)

where α0 is the initial angle, which is constant. It is defined as the angle between the free-stream velocity and112

chord line at t = 0. On the other hand, if the agent for the AOA variations is the pitching motion around the

quarter-chord, the AOA can be written as follows:114

α(t) = α0 + αm sin(2πft+ φ), (4)

where αm is the pitching amplitude, and φ is the phase angle between two motions, which is set to φ = 90◦ for

all cases in this study. The oscillating frequency is usually given by a non-dimensional form that is called the116

reduced frequency:

k =
πfc

U0
, (5)

where the reduced frequency is the ratio of the convective time scale and the forced oscillation time scale. The118

Reynolds number is also defined as follows:

Re =
ρcU0

µ
, (6)

where µ is fluid viscosity. The pure-heaving and pure-pitching have their unique formulation for the effective120

AOA. If these motions produce an equivalent effective AOA profile, the dynamic stall results may or may not

be the same for both cases. The same effective AOA profiles are used as input for both pure-heaving and122

pure-pitching motions to find out this phenomenon. Then the aerodynamic and flow structures for both cases

are considered. Another definition for the aerodynamic load is non-dimensional forces in x and y directions,124

which is given by

Cy =
Fy

0.5ρcU2
0

, Cx =
Fx

0.5ρcU2
0

, (7)

where, Fy and Fx are forces in y and x directions, with respect to free-stream velocity.126

3. Numerical model

To numerically investigate the flow field in the deep dynamic stall, a computational fluid dynamics flow128

solver ANSYS Fluent version 16.1 (ANSYS Fluent, Academic Research, V16.1 2015) is employed. In the case

of the 3D flow simulation, the incompressible flow pattern is computed using DDES. The flow field outside of130

the boundary layer is resolved based on the LES. However, eddies are filtered based on spatial filtering and
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resolved. The turbulent flow inside the boundary layer is modelled based on URANS. In this case, the flow132

inside the boundary layer is modelled using Shear Stress Transport (SST) k−ω model to predict the turbulence

properties. The spatial discretization methods for the momentum and turbulence formulation are the bounded134

central differencing and second-order upwind methods, respectively. The transient formulation is the second-

order implicit method. Additionally, the Pressure Implicit with Splitting of Operator (PISO) method is used in136

computations to couple the pressure-velocity. Additionally, the time step selected is ∆t = 15 × 10−5T , where

T is oscillating cycle. Note that the results are presented for the senventh oscillating cycle to make sure the138

flow is completely developed in the computational domain. In this case, the CFL number is lower than 2.

The Reynolds number (Re = 1.35 × 105) is similar (the same order of magnitude) to the Reynolds number140

considered for medium and small-sized wind turbines. However, this Reynolds number is approximately one

order of magnitude lower than values considered for large scale wind turbines. It is essential to see whether142

the Reynolds number can be representive of flow at higher angles of attack. Lissaman [39, 40] indicated that

Re ≈ 7 × 104 is a critical value between low and high Reynolds number. Since the Reynolds number in this144

work is far higher than this criterion, the present study could extend the results and examinations them for the

medium and large-scale wind turbines.146

3.1. Grid design

Figure 2 displays the three-dimensional computational domain designed with a popular C-mesh topology.148

The thickness of the domain (the airfoil span) is selected as one chord length. A distance of approximately 20c

is chosen for the outer boundaries from the airfoil to avoid any boundary reflection. Moreover, this distance150

was sufficient to eliminate the effect of boundary reflection on the airfoil flow structure, hence the aerodynamic

loads. A total of 9.4 × 106 nodes for the final design and 250 nodes are placed along the airfoil and clustered152

close to the nose and trailing edges.

Figure 2: Designed mesh with structured topology for a 3D airfoil.

To design a structured 3D computational domain, first of all, a 2D case with the same boundary conditions154

is run to compute the boundary layer thickness. Then, based on the boundary layer thickness, the spatial step

size was computed for the design of the 3D domain. It is worth pointing out that the boundary layer is a critical156
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point in the mesh design for DDES computations because the flow is modelled inside of the boundary layer and

is solved elsewhere. The boundary layer thickness would be different if the airfoil were in motion. However,158

when the flow is still attached to the wall, the maximum boundary layer thickness was taken into account for

our design purpose.

Figure 3: Computational domain and close-up view of detailed mesh topology.

160

The 2D mesh was extruded through the z direction (span-wise) with a spatial step size of ∆z = 0.0125c.

Figure 3 shows more details regarding the computational domain. The mesh has a uniform distribution in the162

z−direction. The leading and trailing edges are magnified to show the details of the structured mesh in those

regions. The airfoil is encompassed by a boundary mesh normal to the wall with y+ lowers than 1. A 2D view164

also shows the precision of the mesh around the leading and trailing edges. Near the trailing edge, the mesh is

kept dense and fine to capture the mixing layer behind the airfoil at low angles of attack. The airfoil is set to166

no-slip condition, and the side boundaries are periodic. The inlet and outlet of the computational domain are

set to a velocity inlet and atmospheric pressure outlet.168

3.2. Solution time and grid sensitivities

To verify the computational method, different computational domains are devised and examined with the170

same boundary conditions. A pitching airfoil with a reduced frequency of k = 0.05 and the effective AOA of

α = 10◦ + 15◦ sin(ωt) is selected as a benchmark for the case study. Moreover, four different computational172

domains are designed according to Table 1. In this table, Nz describes the nodes in the span-wise direction.

Additionally, the nodes on the airfoil’s surfaceNairfoil, and the total number of nodes in the entire computational174

domain Ntotal is given. Firstly, a satisfactory resolution was determined for x and y directions with a reasonable

number of nodes in the z direction. Then, the Nz value was raised to see whether the number of nodes is adequate176

in the span-wise direction. The number of nodes in the span-wise direction was Nz = 1.6 × 102 in the A1, A2,

and A3 cases, but it was increased to Nz = 2.0 × 102 for the A4 case. The number of nodes on the airfoil178
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Type Ntotal Nairfoil Nz Mean absolute error (CL)

A1 52 × 105 2 × 102 1.6 × 102 0.17

A2 76 × 105 2.5 × 102 1.6 × 102 0.030

A3 94 × 105 2.5 × 102 1.6 × 102 0.019

A4 117 × 105 2.5 × 102 2.0 × 102 -

Table 1: Results for different computational domains.

surface is Nwall = 2.0 × 102 in the coarse grid case (A1) and Nwall = 2.5 × 102 for the rest. Figure 4 compares

the lift coefficient history for one oscillating period. The reuslts provided are for the 7th cycle to make sure180

transition effects (due to the initial condition) are vanished from domain. However, since the flow is limit cycle

(or aperiodic) in this problem, we expect to get the same aerodynamic force for each cycle. A1 (coarse grid)182

under-predicts the lift coefficient. Domains with coarse grid size have high spatial errors, and in this case,

the computations become more dissipative. Therefore, the kinetic energy in the flow and the strength of core184

vortices decrease significantly. Additionally, the decreasing kinetic energy in the boundary layer advances the

separation point, stall, and vortex shedding.

Figure 4: Instantaneous lift coefficients for different grid resolutions: A1 (coarse grid, 52 × 105 nodes), A2 (fine grid, 76 × 105

nodes), A3 (very fine grid, 94 × 105 nodes), A4 (extra fine grid, 117 × 105 nodes).

186

Case A2 (fine grid) shows an increase of the instantaneous lift coefficient, representing the increase in core

vortices’ strength. In this case, the computational domain is not as dissipative as in the case A1, and it shows188

less spatial error in computations. Therefore, eddies have more kinetic energy in turbulent flow and lead to

strong core vortices with high circulation in the post-stall region. A3 has a very fine grid, but its difference from190

A2 is negligible. However, A3 represents slightly higher lift force, which indicates a low round-off error in the

computations. Case A4 also shows another fine domain, similar to A3, but it has different mesh layers in the192

z direction. Increasing Nz has no significant influence on the flow features and lift coefficient, indicating that

case A3 has enough number of grids in z direction. Moreover, the mean absolute error for CL was computed194

for all cases with reference to case A4, as it is shown in Table 1. The mean absolute error is 17.6% for case A1,

but 3.02% and 1.96% for cases A2 and A3, respectively. Therefore, the case A3 is chosen as the appropriate196

computational domain since its error difference with the case A4 is neglegible.
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3.3. Validation198

The lift and drag coefficients for a pitching airfoil are considered to validate our numerical results in the

3D domain. The present numerical results for 3D NACA 0012 airfoil are compared with the CFD [10] and200

experimental [41] results. Kim and Xie [10] used the LES approach to investigate the dynamic stall’s turbulence

effect. In their simulations, the numbers of mesh nodes around the upper and lower sides of the airfoil are 386202

and 193, respectively, with 20 nodes in spanwise direction. In the experimental case, the aerodynamic loads

were acquired by surface pressure measurements in different locations over the airfoil. In this case study, the204

AOA profile is α = 10◦ + 15◦ sin(ωt), and two reduced frequencies k = 0.05 and k = 0.1 are considered. In the

present study, all aerodynamic loads are computed based on integration over the airfoil’s entire surface; Kim206

and Xie [10] also used the same method.

Figure 5: Comparison of DDES results with LES numerical results and experimental data [41]. In this case, the airfoil has

pure-pitching motion with Re = 1.35 × 105 and reduced frequencies of k = 0.05 and k = 0.1.

Figure 5 illustrates the comparison of the numerical simulations. Figures 5(a) and 5(b) show hysteresis in the208

lift and drag coefficients versus the AOA for a pitching airfoil at k = 0.05. As shown in Figure 5(a), the DDES

results are in close agreement with the LES results in the pre-stall region, where the lift coefficient variation is210

linear. With increasing the AOA in the up-stroke, some discrepancies are highlighted between the numerical

and experimental results. In the wind tunnel’s experimental measurements, the surface pressure measurements212

at high values of the reduced frequencies are difficult because of the deep stall’s complex flow structures. Thus,

these kinds of discrepancies are expected.214

The LES results predict dynamic stall earlier than the experiment, while the DDES results show that

dynamic stall occurs slightly later. This discrepancy could be due to the fundamental differences between the216

LES and DDES approaches. However, the DDES results show a better prediction of the lift coefficient between
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the dynamic stall angle and maximum AOA (α = 25◦). There are always some discrepancies between the218

numerical and experimental results due to the flow complexity in the down-stroke phase. Furthermore, this

discrepancy can also originate from deviations in the first LEV prediction.220

In Figure 5(b), the drag coefficient in the DDES results shows better prediction with respect to the experi-

mental data in the up-stroke phase. In contrast, in the down-stroke phase, it over-predicts the drag compared222

to the LES results, when the AOA is still high (17◦ < α < 25◦). As the AOA decreases, the results of DDES

match those of LES and experiment. Figures 5(c) and 5(d) illustrate the lift and drag coefficients for a pitch-224

ing airfoil at a reduced frequency k = 0.1. As shown in Figure 5(c), the lift coefficient increases linearly in

the pre-stall region by increasing the AOA. The DDES results show good agreement with both the LES and226

experimental results. DDES correctly predicts the maximum lift coefficient with a small difference in the AOA

at the dynamic stall point, while the LES results represent a lower peak lift for this case. In the down-stroke228

phase, the discrepancies between the experimental and numerical results increase due to post-stall complexity,

and DDES results have similar trends to the LES results. In Figure 5(d), the drag coefficient for DDES shows230

good agreement with both the experimental and LES results. As the AOA increases, DDES results follow LES’s

trends and the experimental results, but DDES predicts a higher drag coefficient near the stall zone than LES232

results.

As mentioned, the discrepancies between the numerical and experimental results might be due to the chal-234

lenging methods used in the experiment. The differences between DDES and LES results could also be due

to different basic concepts and theories used in these approaches. Additionally, it might be due to the other236

numerical procedures chosen for the computations. The mesh quality significantly influences the numerical

results, particularly skewness and the number of nodes around the airfoil, which impact numerical results in238

boundary layer and wake of the airfoil.

4. Results and discussion240

4.1. Pressure field and behaviour of vortices

The vortices play an essential role in the instability of dynamic stall. Tracking the pressure field and vorticity242

magnitude shows how it might influence the oscillating airfoil’s aerodynamic performance. In this case, Figure6

to Figure 9 are provided. Figure 6 shows the vorticity contours in the z direction for pure-heaving. When the244

AOA is in the range of -5 to 5◦, Figures 6 (a), 6(b), and 6(c), the flow is attached to the airfoil surface, and

vortices mostly appear as a vortex sheet that is shed into the wake. When the AOA is 10◦, Figure 6(d), the246

flow begins to separate from the trailing edge, and the separation point advances toward the leading edge as

the effective AOA increases. As shown in Figure 6(e), when the AOA is 20◦, a separation bubble forms and248

develops into LEV. At this instant, the lift force begins to increase, and von-Karman streets start to shed into

the wake. At the AOA 25◦, Figure 6(f), the primary LEV pinches off, and TEV has grown adequately to shed.250

At this moment, the lift coefficient drops due to the TEV formation.

When the AOA decreases, Figure 6(g), the TEV separates from the trailing edge and sheds into the wake.252

At this instant, secondary LEV is still on the airfoil’s suction side, and it covers the surface. In Figure 6(h),
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Figure 6: Vorticity contours in the z direction for pure-heaving at k = 0.1.

the AOA reaches 15◦, and the flow is massively separated. At this moment, the secondary TEV develops and254

pinches off. With further decreasing of the AOA, the flow is still separated, but it tends to attach to the suction

side. Figure 7 illustrates the vorticity contours for pure-pitching motion. When the AOA is in the range of -5256

to5◦, Figures 7(a), 7(b), and 7(c), the flow is fully attached to the airfoil surface. The vortex sheet comprises

von-Karman streets at a small scale at which the grid size does not allow for precise simulation. Figure 7(e)258

displays that the separation bubble grows as the AOA increases. In this case, flow is partially separated on the

suction side of the airfoil, and von-Karman street shedding occurs. In Figure 7(f), AOA reaches its maximum260

value, and at this moment, primary LEV and TEV seperate fome the airfoil, and shed into wake.

As it is shown in Figure 7(g), when the effective AOA decreases the secondary LEV develops, and becomes262

stronger. This results in another lift peak in the profile during the down-stroke phase [22]. Additionally, TEV

separates from the trailing edge and shed into the wake. With a further decrease in the AOA, the flow entirely264

separates, and the dominant core vortices cannot develop, Figure 7(h). As the angle of attack decreases, shear

layer at the leading edge loses its power to produce dominant core vortices. Therefore, it is expected that the266

wake region does not contain any core vortices until up-stroke phase occures again. At lower AOAs, Figure

7(i), minor core vortices appear and shed like von-Karman streets. However, the flow tends to detach from the268

airfoil surface at lower angles of attack.

Figure 8 illustrates the pressure distribution about a pure-heaving airfoil at k =0.1. In Figure 8(a), the270

AOA is -5◦, and a low-pressure zone is created on the lower side of the airfoil. With increasing the AOA to

positive values from 0◦ to 5◦, Figures 8(b) and 8(c), a low-pressure zone begins to develop on the upper side272

of the airfoil. Figure 8(d) shows that the low-pressure zone begins to grow and envelops the airfoil’s suction

11



Figure 7: Vorticity contours in the z direction for pure-pitching at k = 0.1.

side. At this moment, the shear layer at the leading edge is the main cause of separation bubbles. As the AOA274

increases, the low-pressure zone on the airfoil’s suction side becomes dominant and envelops the entire upper

surface. Near the leading edge, the negative pressure has a higher value due to a primary LEV presence.276

Figure 8(f) shows post-stall instant when the TEV formed and covered a part of the airfoil’s lower side.

At this moment, the lift coefficient drops significantly. In Figure 8(g), the low-pressure zone still covers the278

airfoil’s upper side, while highly negative pressure zones indicate core vortices’ presence. In Figure 8(h), the

low-pressure zone loses its magnitude, and hence, the aerodynamic forces decrease, and von-Karman vortex280

shedding occurs as the AOA decreases, Figure 8(i). Figure 9 illustrates the pressure coefficient contours around

a pure-pitching airfoil at k = 0.1. In Figure 9(a), αeff = −5◦, negative pressure is on the lower surface of the282

airfoil. When AOA is zero, both sides of the airfoil do not have equivalent pressure contours. This is because the

airfoil has a motion, either upstroke or downstroke, which deviates flow is one direction more than the others,284

as opposed to a stationary airfoil. However, this difference is not significant and has a negligible effect on the

aerodynamic loads. With increases in AOA, from 5◦ to 10◦, as shown in Figures 9(c) and 9(d), negative pressure286

becomes prominent near the leading edge of the airfoil. This low-pressure region is responsible for shear layer

formation and, hence, the separation bubble formed shortly afterward. With further increase in AOA, a LEV288

forms, and its corresponding low-pressure zone covers the suction side of the airfoil. At αeff = 25◦, the suction

side is mostly covered by negative pressure. This negative pressure zone is close to the trailing edge, where the290

secondary LEV appears at the middle of the suction side. In Figures 9(g) and 9(h), notable low-pressure zones

indicate shedding of core vortices. However, in Figure 9(i), we can not see any significant pressure gradient for292

formation of large aerodynamic loads.
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Figure 8: Pressure coefficient contours around a pure-heaving airfoil at k = 0.1.

4.2. Aerodynamics loads294

In this section, the aerodynamic loads for this study are presented. Figure 10 illustrates the aerodynamic

loads for different kinematic motions during one oscillation period at various reduced frequencies in x and y296

directions. Since the dynamic stall significantly impacts these forces, the aerodynamic loads in both directions

are essential for controlling wind turbines.298

As shown in Figure 10(a), the reduced frequency is k = 0.05, and the load variations in y direction change

linearly in the pre-stall area. In this area, the AOA starts to increase to a moderate range, and the flow is300

mostly attached to the airfoil, and trailing edge separation occurs at moderate angles of attack. In the stall

region, fluctuations appear due to the irregular flow pattern and presence of vortices. The slope and magnitude302

of force in y direction increases due to creation and growth of the LEV. On the other hand, there is a drop in

the force in y direction due to the LEV pinch-off, and creation of the TEV at the leading edge of the airfoil.304

At the beginning of the stall region, Cy for heaving motion has a slope change that indicates the LEV has

higher strength than those in the pitching motion. The second peak in Cy also indicates a higher strength of306

the subsequent LEV. In the post-stall region, Cy for heaving and pitching is different in both magnitude and

fluctuations. When the AOA decreases, the airfoil turns from post-stall into pre-stall, and flow attaches to the308

surface of the airfoil. In Figure 10(b), the reduced frequency is k = 0.1, and Cy increases linearly with increasing

AOA in the pre-stall region for both heaving and pitching motion. The heaving motion in the pre-stall region310

results in lower Cy compared to that of the pure pitching motion. This is because the separation point on the

suction side of the airfoil is advanced toward the trailing edge, and this causes less lift for pure heaving motion312
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Figure 9: Pressure coefficient contours around a pure-pitching airfoil at k = 0.1.

in the pre-stall region. Figure 10(c) shows that the reduced frequency is k =0.2, and the slope and magnitude of

Cy for heaving motion increase early on in the stall region. In the first half of the post-stall region, the heaving314

motion produces a higher load, while in the second half of this region, Cy abruptly decreases, and the pitching

motion shows a higher Cy. As the reduced frequency increases, the strength of vortices also increases. Hence,316

the aerodynamic loads in y direction have higher magnitudes with higher fluctuations. The heaving motion

typically causes stronger core vortices in both the stall and post-stall regions. Furthermore, at lower reduced318

frequencies, the number of fluctuations in the aerodynamic loads increases, indicating the generation of more

core vortices and shedding.320

In Figure 10(d), the reduced frequency is k =0.05, and in this case, Cx is relatively low in the pre-stall

region. The aerodynamic load in x direction increases suddenly as the core vortices (LEV) appear in the322

oscillation period. Interestingly, there is a considerable difference between Cx for heaving and pitching motions.

In heaving motion, Cx usually is lower than that of the pitching motion. In this case, the main fluctuations have324

low amplitudes, and when increasing the reduced frequency to k =0.1, Figure 10(e), Cx increases notably for

pitching motion. Furthermore, Cx for heaving motion becomes negative when the AOA is negative too, while326

for pitching motion, Cx is always positive.

When the reduced frequency is k =0.2, Figure 10(f), for pitching motion, Cx still has abrupt changes328

with a comparable peak compared to the heaving motion. Generally, the pitching motion results in higher

Cx for all ranges in reduced frequency. This means that most core vortices in the heaving motion contribute330

more in y direction. Additionally, as the reduced frequency increases, the magnitude and amplitude of the main
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Figure 10: Aerodynamic loads in y direction, Cy , in one oscillation period for both pure-pitching and pure-heaving at different

reduced frequencies: (a) k = 0.05; (b) k = 0.1; (c) k = 0.2.

fluctuations increase. The rotation and transversal motion of the airfoil is responsible for changes in the incident332

AOA. In the pitching motion, the flow and incident velocity direction does not change, and just the rotation

of the airfoil causes variations in the incident angle. Hence, the flow direction is the same as the free-stream334

direction, x direction. On the other hand, the transversal motion in heaving motion changes the velocity vectors

and incident velocity direction. Therefore, the flow direction would be somewhere in between x and y directions.336

Thus, it is expected that the aerodynamic loads will contribute more in y direction. Additionally, in heaving

motion, the incident velocity increases due to the airfoil’s transversal motion, and it is expected that the shear338

stress at the leading edge to increase. This increment in the shear stress at the leading edge elevates turbulence

kinetic energy inside the boundary layer. In this case, this shear stress injects more energy into the laminar340

separation bubbles, creating stronger LEVs.

4.3. Flow structure342

In this section, the flow field around a moving airfoil is considered. Since flow structure analysis is relatively

similar for all cases in different reduced frequencies, we decided to only consider the flow field at k = 0.2. Figures344

11 is provided to assess the flow structure while the dynamic stall phenomenon happens. This figure also shows

Q-criterion of iso-surface, coloured by vorticity magnitude.346

In section “P1” in Figure 11, the airfoil has already passed the pre-stall region, and Cy starts to fluctuate

instead of a linear increase as the AOA increases. These fluctuations indicate trailing edge separation and a348

premature LEV. Additionally, this kind of fluctuation might appear even at lower AOAs caused by von-Karman

streets. In section “P2”, Cy increases and reaches its peak, and a dynamic stall happens at this moment. As350

it is shown, the primary LEV envelopes the airfoil’s suction side and is about to pinch-off due to rolling up of

the TEV and its stimulation. Additionally, the secondary LEV is created and is fed by the severe shear layer352
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Figure 11: Instantaneous Cy and flow structures in one oscillation period for both pure-heaving and pitching motions at k = 0.2.

The contours coloured by vorticity magnitude: a range from dark blue to red indicates those values from 0 to 400.

at the leading edge. In section “P3”, the AOA decreases, and TEV reaches its maximum circulation, while

the primary LEV has already left the airfoil surface. Therefore, a sudden drop in Cy is expected while the354

secondary LEV is still developing to envelop the airfoil’s suction side. In section “P4”, the AOA is continuously

decreasing, and Cy falls. At this instant, flow detachment has already started from the leading edge, and the356

flow is massively separated from the trailing edge section and sheds into the wake.

In the case of pure heaving motion, as the AOA increases from lower angles to moderate ones, Cy increases358

linearly in the pre-stall region. As shown in section “H1” in Figure 11, the slope and shape of Cy are changed,

indicating LEV formation. As it is shown, the primary LEV is already formed and developed while moving360

toward the trailing edge. Additionally, the secondary LEV is being fed by the strong shear layer at the leading

edge. In section “H2”, Cy reaches its peak, and it is expected that the circulation of LEV is near its maximum362

value. The circulation of the LEV is the maximum shortly after pinch-off, where the primary LEV covers most

suction side area and imposes an intense low-pressure zone over the airfoil surface. Additionally, the secondary364
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LEV is still fed by the shear layer caused by the adverse pressure gradient at the leading edge. In section “H3”,

the AOA decreases, and Cy falls since the pinch-off for the primary LEV has occurred. The TEV is promoted,366

and its circulation reaches its maximum value. It is expected that the secondary LEV will rise and makes

another low-pressure zone over the suction side of the airfoil. Therefore, some fluctuations appear due to the368

secondary LEV in section “H3”. However, in section “H4”, the AOA is relatively low, and Cy decreases. At

this moment, the flow is massively separated and sheds into the wake, while a strong shear layer at the leading370

edge vanishes due to the decreasing AOA. The shear layer’s disappearance leads to flow attachment near the

leading edge and continues until the flow is mostly attached to the airfoil surface.372

4.4. Turbulence

To examine the turbulence characteristics regarding dynamic stall, Figure 12 is provided to investigate the374

turbulence near the shear flow and the wake. The turbulence was measured for all cases for both heaving and

pitching motions. Points A and B are locations in the computational domain, where data acquisition are made.376

Both points are located in the middle of the straight airfoil. Point A is located at 0.3c away from the leading

edge, and its distance from the surface of the airfoil is 0.1c. Point B is located behind the airfoil with a distance378

of 0.1c away from the trailing edge. It is worth mentioning that the location of these points remain unchanged

in domain. This is because of limitations that exist in data acquisition from the moving meshes.

Figure 12: Stream-wise turbulence kinetic energy spectrum versus frequency for both heaving and pitching motions. The measure-

ments were done in two distinct points in the 2D flow field domain in the middle of a straight airfoil.

380

Figure 12 shows that the stream-wise energy spectrum versus frequency was computed using a Fast-Fourier

Transform (FFT). Figures 12(a), 12(b), and 12(c) show the turbulence kinetic energy for point A. At low382

frequencies, the turbulent kinetic energy near the shear layer for an airfoil with the heaving motion is mostly

higher than that of the pitching motion. This fact indicates the existence of large-scale coherent structures,384

which have lower frequencies, near the shear layer or the wake region, and their energies are higher when the
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airfoil has the heaving motion compared to the pitching motion. Therefore, the flow is more stable, and the386

boundary layer separation is delayed due to the higher kinetic energy in the boundary layer in reversal flow

near the airfoil surface. In the inertial sub-range, the airfoil’s kinetic energy with heaving motion is also higher388

than that of the pitching motion.

Figures 12(d), 12(e), and 12(f) show the turbulence kinetic energy extracted at point B. At lower frequencies,390

the large-scale coherent structures in the wake of the airfoil with heaving motion have more energy than the

pitching motion. As mentioned, the heaving motion adds another velocity component in y direction, which392

affects the incident velocity and adds extra kinetic energy to the boundary layer. Although this pitching motion

adds a non-uniform incident velocity to the kinematics, its effect on the flow is neglegible compared to the one394

added by heaving motion. This is because the displacement of the airfoil for pitching motion is very less than

that of the heaving one. Hence, the large-scale coherent structures for the airfoil with heaving motion are more396

energetic. Additionally, with increasing the reduced frequency, the frequency range for the energy spectrum

also increases. The flow field contains more small-scale structures with high frequencies at a higher reduced398

frequency of the airfoil.

In summary, a airfoil with a heaving motion adds more kinetic energy to the boundary layer. Near the shear400

layer close to the leading edge, this extra energy causes the separation point to move toward the leading edge

with some delay compared to that of the pitching motion. There are large-scale coherent structures in the wake402

of the airfoil, and the energetic structures have more energy for heaving motion than pitching. Therefore, as

shown in Figure 10, in the pre-stall region, the heaving motion makes a lower lift force than the pitching motion404

because of the delay in transferring the separation point. However, in the stall region, the heaving motion has

more energetic structures, and the lift coefficient is mostly higher near the stall region. Additionally, because of406

the delay in transferring the separation point, the drag force for the heaving motion usually is lower than that

of the pitching motion.408

5. Conclusions

In the present work, the flow field around a moving airfoil with different kinematics was numerically studied.410

This study looks at the dynamic stall of wind turbines from a different perspective. Since full-simulation of flow

around a wind turbine is computationally expensive, we decided to investigate the dynamic stall features around412

a straight and finite airfoil. The CFD method was applied to simulate the flow structure in a 3D domain. To

solve the Navier-Stokes equations, the DDES approach was employed as a hybrid model to solve the flow field in414

the massive flow separations and the wake behind the airfoil in unstable conditions. Inside the boundary layer,

the URANS accompanied by SST k − ω turbulence model was employed, and the flow in the wake was solved416

using LES. The Reynolds number was set to Re = 1.35 × 105, and the reduced frequency was between 0.05

and 0.2. The airfoil had pure-pitching and pure-heaving moving patterns with an equivalent AOA profile and418

the same operational conditions. Additionally, the pure-heaving can stabilize core vortices in the stall, leading

to stronger LEVs and higher lift force compared to pure-pitching motion. Interestingly, the pitching motion420

induces a higher drag coefficient than pure-heaving motion, indicating the flow structure mechanism for these
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two distinct motions is quite different. Therefore, in the design of large wind turbines where the dynamic stall422

is a significant problem, the airfoil’s kinematics and aeroelasticity should be examined with pure-pitching and

pure-heaving patterns to approximate aerodynamic load variations correctly.424
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