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Effect of crossflow velocity on underwater bubble swarms

Yang Xu?, Aliyu Musa Aliyu?, Hyunduk Seo?, Jin-Jun Wang?, Kyung Chun Kim?*

! Key Laboratory of Fluid Mechanics, Beijing University of Aeronautics and Astronautics, Ministry of
Education, Beijing 100191, China
2School of Mechanical Engineering, Pusan National University, 609-735, Busan, Republic of Korea

Abstract

We investigate the effect of crossflow velocity on submerged bubble plumes or swarms by employing
the use of high-speed photography and an image-processing method to measure bubble rise velocities.
Particle image velocimetry (PIV) was used to accurately determine the crossflow freestream velocity
as well as boundary layer information. We varied the gas flow rates from 2 to 25 L/min. This range
exceeds those of previous studies we could find in the open literature which were mostly less than 5
L/min and involved isolated bubbles. Combined with the crossflow velocities, this resulted in the
investigation of a wide range of flow conditions providing a database of 36 experimental data points
and constitutes a substantial addition to the bubble swarm/crossflow literature. Because our experiments
involved larger gas flow rates than previously reported, we had to develop a digital image-processing
algorithm using standard functions in Matlab to measure swarm rise velocities, and angles of inclination
under crossflow. Results were validated against reported data at similar experimental conditions. It was
established that increasing freestream velocity strongly suppressed bubble rise velocities and resulted
in bubble breakup. Relationships for predicting rise velocity and inclination angle were derived as non-
dimensional functions of the crossflow velocity, fluid properties and inlet gas flow rates. These showed

good agreement with the current as well as reported experimental data.

Keywords: Bubbly flow, bubble swarms, bubble trajectory, crossflow, visualization

1 Introduction

Gas is dispersion by under-liquid injection from submerged orifices is a useful operation in many
industrial processes. These include wastewater treatment, absorption towers, aerated stirred tanks,
metallurgical smelting and biological processes such as nitrification, and microorganism metabolism.
In these applications, the gas—liquid interfacial surface area per unit volume is an important parameter
that determines heat, concentration and mass transfer rates. It has been reported that smaller bubbles
(and hence increased interfacial area) are created by having the continuous phase to flow normally
across the path of the emerging gas bubbles [1]-[5]. Such crossflows allow bubble ejection frequency
to be controlled and they ensure that detached bubbles are likely to be swept away from the region of
the nozzle, thus reducing the likelihood of coalescence [3], [4]. Forrester & Rielly [5] noted that drag
force created by the flowing liquid and increased boundary layer transport are responsible for the
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generation of smaller bubbles as well as their rapid detachment from the orifice. The bubble’s rise
velocity as well as trajectory are now affected by the momentum of the liquid crossflow. In addition to
the buoyancy, virtual mass, surface tension, and inherent drag forces the bubbles experience in liquid,
there is an additional drag force normal to the plane of the rising bubbles and this greatly impacts the

bubbles rising profile as there is now a horizontal component.

Manasseh et al. [6] studied the effect of liquid crossflows on bubble trajectory for single bubbles
as well as for bubble swarms. They noticed that bubbling rate increased with increasing continuous
phase crossflow velocity and the formation of trajectory bifurcations (when viewed from above) at high
crossflow velocities. However, their study did not consider he effect of crossflow velocity on the bubble
rise velocities. Socolofsky & Adams [7] investigated bubble swarms (referred to as plumes in their
work) under liquid crossflow in a flow channel using air as the dispersed phase and oil and alcohol as
the continuous phases. Using an organic dye in the continuous phase, a characterisation of the various
bubble regions of the swarm were carried out and were categorised as “separation”, “mixed plume”,
“buoyant jet” and “fractionation” regions. An empirical correlation was derived via dimensional
analysis relating the freestream velocity with the critical separation height, defined as the height when
horizontal motion strips entrained fluid away from the dispersed phase. They argued that this separation
height causes a stratification of the bubbly flow under crossflow and is important in the study of deep-
sea blowouts of oil and gas. Nevertheless, their study also did not examine the effect of the crossflow

on the swarm rise velocities.

An experimental investigation was carried out by Zhang & Zhu [8] on the effect of water crossflow
on an air/water two-phase bubbly jet. A key feature of this study was that pure air injection (i.e. a bubbly
plume or swarm) was not done but premixed air/water (a bubbly jet) using a Venturi ejector and then
through nozzle to the freestream. Their air flow rates at the nozzle used in their experiments were 1, 3
and 5 L/min. Void fraction was measured using a computer-controlled optical fibre probe inclinable
according to the angle of the jet. Dye premixed with the incoming water was used to visualise the
different trajectories assumed by the bubbles from the liquid crossflow indicating a phase slip. The
optical fibre probe was double tipped, as such, signals obtained from both sensors were cross-correlated
to determine bubble velocity profiles at different heights. From this study, Zhang & Zhu [8] established
that with the air/water jet and crossflow, bubble size was more uniform than in the quiescent liquid
condition and their interfacial area followed a Gaussian distribution. They also found that bubble
property values decay along the gas-phase centreline trajectory until they terminal values are attained.
An empirical relationship for void fraction was proposed to describe such a trend. More importantly,
they established that bubble induced water velocity inside the gas phase is substantial and was caused
mainly by the passage of bubble clusters. But in the case of bubbly jets with large water superficial

Reynolds numbers, induced water velocity is negligible, meaning the overriding controlling phase is
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the water crossflow. However, their study significantly differs from the current one since two-phase
air/water rather than single phase gas injection was done. Their case is more common in environmental
conditions where wet gas blowouts occur either in underwater pipe bursts or from natural gas reservoirs.
Single phase gas injection into bulk liquids is however common in industrial processing where their
contacting is used to promote heat, mass, and concentration transfer. Furthermore, while the use of an
optical fibre probe in determining bubble velocity, void fraction, and bubble size, offers a very fast
method of measurement, it is rather intrusive especially in high Reynolds number crossflow conditions.
For many bubbles the probe does not penetrate diametrically, and as such, bubble size can be grossly
underestimated. Another drawback in using optical fibre probes is their fragility for high Reynolds
number flows, and the complication involved in their manufacture since bespoke sensors have to be

manually fabricated for specific channel geometries.

Unlike low Reynolds number single bubbles, rigorous theoretical treatment of bubble swarm
properties is difficult due to intense turbulence. However, attempts have been made in the past at using
numerical methods such as integral models [9]-[12]. Computational fluid dynamics (CFD) has also
been used, such as the simulations using the k-epsilon turbulence model [13], large eddy simulations
[14], and direct numerical simulations [15], [16]. Zhang & Zhu [8] noted that the main shortcoming
with numerical simulation is the lack of full understanding of bubble—bubble and bubble-liquid
interaction mechanisms, as well as bubble breakup and coalescence and bubble deformation

mechanisms.

Here, we investigate the effect of crossflow velocity on submerged bubble swarms with a high gas
flow rate and crossflow velocity than has been previously reported. A high-speed image-processing
method was used to measure ejected bubble swarm properties. Particle image velocimetry (PIV) was
used to accurately measure the crossflow freestream velocity as well as boundary layer information.
We varied the gas flow rate and the values investigated were 2, 5, 10, 15, 20, and 25 L/min. This range
exceeds those of previous studies in the open literature on bubble swarms which were mostly within
the range of 1-5 L/min. Air injection flow rates were between 0.03-0.9 L/min resulting in single bubbles
ejected at steady frequencies. However, these conditions are far from those found in industrial
applications. Due to the comparatively large gas flow rates involved in the current study, it is more
suited to conditions found in field conditions. As a result, a custom digital image-processing algorithm
was developed to measure bubble rise velocities, trajectories, and size distribution in contact with the
crossflow. Mean bubble sizes and rise velocities were determined and are correlated using the dominant
dimensionless numbers. Comparisons are made with previous data and models and improved

correlations were obtained for the inclination angle (trajectory) as well as the rise velocity.
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2  Experimental setup and image processing

2.1  Experimental facility

The present experiment was conducted in a low-speed recirculating water channel with the
working section of 3000 mm x 600 mm x 700 mm (length x width x height) in Beihang University.
The water channel is made of smooth reinforced glass for full optical access to the flow inside. The

free-stream velocity U __ could be adjusted up to 500 mm/s by a digital motor controller and the free-

stream turbulence intensity is less than 0.5 %. For the current experiment, five free-stream velocities in
the range of 58.5 mm/s ~ 334 mm/s, were tested for comparison. Figure 1 (a) presented the schematic
diagram of the facility for bubble experiment. A flat plate with dimensions of 1500 mm x 500 mm x 10
mm (length x width x thickness) was horizontally positioned in the water channel with upper surface
520 mm below the free surface and lower surface 50 mm above the channel bottom. The flat plate has
an 8:1 elliptical leading edge to prevent flow separation. A circular brass nozzle was set vertically in
the middle of the flat plate to inject air into water. The nozzle exit, with an outer diameter (D,) of 8.0
mm and inner diameter (d,,,,) of 5.0 mm, was 28 mm above the flat plate, and its centreline was 760
mm away from the leading edge of the flat plate, as shown in Figure 1 (b). The air was supplied from a
commercial air compressor with a capacity to deliver up to 7.0 bar pressure at constant flow rates. A
manual valve together with a rotameter were set inline to control the air discharge and measure the flow
rate. Moreover, in order to improve the accuracy of the flow rate measurement, a rotameter was
specially chosen to ensure that the measured value was located between 40% and 70% of the maximum
that could measure. This was the optimal measuring range for rotameters. In this study, the air flow rate
(Qg) was setas 2, 5, 10, 15, 20 and 25 L/min, corresponding to the air injecting velocity (u,) equalling
1.7, 4.25, 8.5, 12.75, 17.0 and 21.25 m/s, respectively. The bubble Reynolds number, based on the air
injecting velocity (u,) and the nozzle inner diameter, was in the range of 574~7179 (see Table 1). The
bubble flow was illuminated by two halogen lamps and a high-speed CMOS camera (Photron Fastcam
SA2/86K-M3) fitted with a Nikon lens (45 mm f/2.8D) was used to capture bubble images. The
resolution of the camera was set as 2048 x 2048 pixels. For each case, the camera recorded over 5400
bubble images and its sampling rate was listed in Table 1. The magnification of the bubble image was
0.19 mm/pixel resulting in a field of view (FOV) equalling about 390 mm % 390 mm, as the dashed
square shown in Figure 1 (a). Figure 1 (c) presented an image snapshot of real bubble flow. It can be
seen that the bubbles could be clearly distinguished from the background flow. Based on some image
processing methods, further quantitative information of bubbles could be obtained, which would be

explained in detail in the following sections.

For the current experimental arrangements, one would expect a development of a boundary layer

over the flat plate. Hence, a two-dimensional time-resolved particle image velocimetry (TR-PIV)
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system was used to accurately acquire the incoming flow conditions for the bubble flow, including the
boundary layer information as well as the free-stream velocity. The PIV system, which has been used
by Xu &Wang [17] and Xu et al. [18], contained a continuous laser with power of 5W, a high-speed
CMOS camera (same with bubble image), a Macro lens (Nikon 105 mm f/2.8D) and a personal
computer. The laser sheet, with thickness of about 1.0 mm, was parallel to the streamwise direction and
crossed the centreline of the nozzle (see Figure 1 (b)). Additionally, since the purpose of the PIV
experiment was to validate the incoming flow, the nozzle was placed at the edge of the laser sheet, as
shown in figure 1(b). Hollow glass beads with a median diameter of 10 mm and density of 1.05 g/cm?®
were employed as seeding particles. In order to store more images, the resolution of the camera was set
as 1536 x 1792 pixels leading to a FOV of 129 mm x 149 mm in streamwise and wall-normal directions,
respectively. For each free-stream velocity case, 8315 particle images were recorded and they were
analysed by a multi-pass interrogation algorithm with the final interrogation window equalling 32 x 32
pixels. With a 75% overlap, the vector space of the velocity field was about 0.67 mm for both
streamwise and wall-normal directions. Using 0.1 pixels as the uncertainty of subpixel peak fitting, the
uncertainty of the PIV measured velocity was estimated to be less than 1 %.

2.2 Incoming flow condition.

Based on above PIV measurements, Table 2 summarized both the free-stream velocity and the
boundary layer information for all the tested cases. It can be seen that five free-stream velocities (U.)
resulted in friction (Re;) and momentum (Rey) Reynolds numbers in the range of 218-841 and 388-

2177 respectively for this experiment. Furthermore, Figure 2a gives the mean streamwise velocity
profile of U *(y*) for all the cases. The classical log-law of U = %ln(y*) + B (black solid line) was

also plotted for comparison with constants « = 0.41 and B = 5.0. From figure 2(a), it can be seen that
for all the tested free-stream velocities, the boundary layer over the flat plate could be treated as full-
developed turbulence before interacting with the nozzle, which was used to generate bubbles. In
particular, Table 2 shows that the boundary layer thickness (6) for all the cases was larger than the
nozzle height (28 mm) indicating that the nozzle was submerged in the boundary layer. Thus, the bubble
injected from the nozzle exit should suffer from a high shear rate, which might have some influences
on the bubble characteristics. Based on the velocity profile in Figure 2 (a), a nominal mean shear rate
is presented in Figure 2 (b) for all the free-stream velocity cases. Here, the nominal shear rate was
obtained by calculating the spatial gradient of the mean streamwise velocity (U /dy) at a wall-normal
position equalling the nozzle height. As shown in Figure 2 (b), the mean shear rate was increased with
the growth of the free-stream velocity. This indicated that for the same air flow rate, the bubble at a
higher free-stream velocity would experience a larger flow shear stress. Specially, the mean shear rate
for the largest free-stream velocity (U, = 334 mm/s) was about nine times as much as that for the
smallest (U, = 58.5 mm/s).
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2.3 Image analysis

To analyse flow characteristics of bubble swarms in the cross-flow condition, we developed a novel
high-speed image-processing method which can extract flow data from the high-speed photographs.
The analysis is non-intrusive and flow properties (such as velocity, bubble size) can be obtained
everywhere in the Field of View (FOV). Before extracting data from images, a series of image
processing steps were taken to convert raw images to refined binary images suitable for digital feature
extraction of bubble properties. This procedure includes (1) background subtraction, (2) thresholding
and filtering, (3) edge detection, (4) edge dilatation, (5) filing holes and (6) edge erosion process.
Background subtraction is a process to clarify the bubble flows in the FOV. Subtracting background
image with bubble images, pixels which are occupied by bubble can be remained but, backgrounds are
removed. However, it is not necessary process if bubble images have clear bubble edges. The
background image subtraction can be represented with the following expression:

I(x,y): IB(ny)_IO(x'y) (1)

where I, I, I, are processed image, background image, and original image respectively. Thresholding
operation is necessary as it allows bubbles outside the camera’s focus depth to be blurred by Gaussian
smoothing. This way, once images are edge detected, the blurred out-of-focus bubbles are not
recognised. Figure 3 (b) shows the edge-detected for the given sample. It is an essential process to find
bubbles’ outline using the grayscale gradient of pixels. While the elimination of out-of-focus bubbles
is not perfect, we observe that it provides slightly less error than without this operation after analysis
for void fraction. Comparison of velocity results for with and without discarding out of focus bubbles
shows that there is no significant difference between, even though thresholding and filtering add
additional processing steps and result in increased processing time for the entire dataset. For edge
detection, the Prewitt method was adopted, from which conversion to binary images was possible. The
method has the benefit of computational speed with horizontal and vertical mask but, but it has a
weakness regarding diagonal detection. Thus, detected outline is not completely closed and there could
be blanks between some bubble edges. To complement diagonal detection, there is need to conduct an
edge dilation process which expands edges in four directions. In order to do this for the current study,

an algorithm was implemented thus:

_

)

Ix—1y)=1

2a
Lgix (6, y) =41, Ix+1,y)=1 (@2)
0, else
1, Ix,y—1)=1
Idil,y(x, y) = 1, I(x,y + 1) =1 (2b)
0, else

Iy (x,y) = 1(x,y) + lqix (6, y) + Laiy (x, )
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Lgju(x,y) =0 (20)

0,
Lgin(x,y) = {1’ Lyn(x,y) >0

where I, 141, are dilated imaged toward x and y direction respectively and I, is dilated image
toward both x and y direction. Bubble filling follows edge dilation and this is implemented by replacing
all pixels within the completed bubble boundary with unit values (Figure 3 (d)). Enlarged bubble sizes
are created by image dilation and this is visually clear by comparing Figure 3 (a) and (d). Hence, an
edge eroding process should follow such that additional layers created during dilation are eroded. This
is easily implemented using the Matlab function “imerode”. Eroded images have the same bubble sizes

with those in the original image (Figure 3 (e)).

2.4 Bubble trajectory angle and velocity profile determination

Obtaining bubble trajectories is important in crossflows. While this allows the validation of any
systematic assessment of the balance of influential forces, such as drag, the trajectory can facilitate the
determination of characteristic rise velocities of the bubbles. For these reasons, the trajectory is
determined by obtaining the mean centroid of all bubbles in the binary image along a horizontal axis at
any vertical position. Connecting this with the nozzle exit provides a convenient way of obtaining the
trajectory assuming the bubbles motion is quasilinear as previously observed [6]-[8]. An example is

shown in Figure 4 at @, = 10 L/min. Each of the images selected randomly, shows that the mean line

of trajectory is representative of the entire sample.

Characteristic rise velocities are obtained from the images at different vertical positions. In this
study, three vertical positions were used midpoint through three regions vertically partitioned to be of
equal size and referred here to as “bottom”, “middle”, and “top” regions (first image in Figure 4). To
determine the characteristic velocities at these three locations, a two-signal data extraction method was
implemented. On each region in the binary image, we place two points, above and below, along a line
parallel to the line of bubble trajectory (Figure 5 a). From these two points, we can extract a series of
zeros (water, black) and ones (bubble, white) from each image and construct two time series as shown
in Figure 5 (b). From these, we then calculate characteristic time lags (t) between the two time series
analogous to signals obtained by a physical sensor. A pair of bubble signals can have many time lags
(e.g. 71, T3, T3 ...) Which are not necessarily the same. Therefore, a representative (or most probable)
time lag between upper signal (U) and bottom signal (B) is calculated. This is done by calculating the

sliding inner-product (*) of the upper and bottom signals as follows:

k=00

(U * B)(®) = f [WEONB +D]de @

k=—o0
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Equation (3) applies to continuous valued functions. However, for discrete signals such ours, we
calculate a cross-correlation function Ry g (k) to find the most corresponsive time lag between the two

signals:
N

Rys(k) = ) [UGK) = U[B(k + 1) - B] @
k=1
where U and B are the mean values of the respective signal time series. When Ry 5 has the maximum

value, the most corresponsive time lag at that position is t,,4,. From this, we can calculate the
characteristic bubble velocity at a point since we specified the gap between upper and bottom extraction
points; i.e.:

y

Tmax

U, =

®)

The vertical gap between two points y, is carefully selected by sensitivity analysis since bubble velocity

can be dramatically altered with a small difference in 7,4, .

The horizontal gap between two points (x) is calculated as follows:

4
= tand ()

A series of extraction points is positioned on the binary image to calculate velocity along the bubble

trajectory. For the three vertical positions chosen (see Figure 6), these give velocity profiles with which
we can examine the velocity evolution as the bubbles rise towards the surface. Extraction points are

horizontally positioned at 94.5, 188.9 and 283.4 mm from the bottom of images.

Tiny bubbles at the fringes of the swarm can give rise erroneous or infinite velocities due to
their zigzag motion which allows them to escape detection points. Hence, a valid range has to be set to
exclude such bubbles some of which are only a few pixels in size. Already collected time series signal
can be used to calculate the bubbles void fraction, a;,, which can in turn be used to define a valid spatial
range for the velocity profile. In order to decide this valid range, a criteria based on the cumulative

distribution function (CDF) of a,,4;;4 ; is used:

0 Aypalid,i € CDF(ayalid,i) <0.1
Bratiai =1 @paiia; € 0.1 < CDF(ava”d’i) <09
0 Ayalida,i € CDF(ayalid,i) > 0.9

()
1 M
where, Apalidi = ?z At; G=1,2,..)
j=1
where M is the number of bubbles passing the ith pixel; and At is the time for the jth bubble to have

stayed on the pixel. The vector f,4,;4; Of unit valued elements which can be used as weighting to

determine the velocity profile “valid spatial range”. Indeed, the span of the red and blue crosses in
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Figure 6 was determined this way. The bubble velocity calculated in each pixel at an angle to the bubble

trajectory is within the valid extraction range is as follows:

Yij

Tmax, j

Up; = (G=123..N) (8)

where N is the pixel length within the valid extraction range. To determine a representative velocity for
each Q4 and U, combination, we used only the velocities within the profile that were outside one
standard deviation from the minimum velocity within that profile. This method using the standard
deviation ensures that even highly skewed velocity profiles do not produce biased means. This is
depicted in Figure 7. As shown in the figure, there could be sudden changes of velocity in the right side
of velocity profile. Especially, edges of velocity profile have relatively small amount of void fraction.
It means velocity profile at edge is not from sufficient signal samples and there might be noise such as
lateral motion of bubbles. So, it is not smoothly distributed over the x axis. Therefore, velocity from
relatively small void fraction regions are not reliable, they can result in a lower than realistic mean, and
should be neglected. The criteria for neglecting these areas of the velocity profile for the purpose of
determining the mean bubble velocity is based on only selecting velocities that are higher than one
standard deviation from the minimum void fraction. Hence spatial locations with sparse bubble
concentration are carry a weighing value wy, ; of zero and otherwise they are assigned a value of unity;
i.e.

0 p,j < Apmin + Tg

Wpj =10 ap; < dpmin + 0¢ 9

1 else

where g, is one standard deviation of the magnitude of void fraction values. Therefore, the mean

velocity calculated after selecting a valid range is obtained as follows:

N
u _ Yi=1 Wp,iUp,iXp, j (10)
b,mean —
Zliv=1 Wp,ilp,j

As will be shown in section 3, the procedure of Equations (7)—(10) leads to stabilised mean bubble (rise
and streamwise) velocities, and vary predictably according to the systematically varied prevailing
experimental conditions. Focus is placed on points with frequently passing bubbles hence the reducing

bias introduced by low bubble count, meandering bubbles, and profile skew.

To recap, standard deviation is needed to neglect small bubbles in high free stream velocity
conditions where the void fraction profile is skewed. In such a case, standard deviation increases
because the void fraction is not evenly distributed. However, in low freestream cases or even the
quiescent conditions, standard deviation is not sufficient to neglect small bubbles. So, the CDF should
be used, since their motion could be irregular and miss both detection points, hence leading to unreliable

data. When we use the CDF criterion, we can neglect a fixed portion of the void fraction regardless of
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its spatial distribution. But, if the CDF criterion is so strict, even large bubbles’ information could be
neglected in high freestream velocity case. Therefore, we used both criteria, CDF and standard deviation,

to determine valid spatial ranges for the velocity profile in each case.

3 Results and discussion
3.1.1 Validation

Before being used for further analysis, it is important to validate the velocity here obtained and
hence the image processing method used. Previously, Aliyu et al. [19] compared the rise velocities of
single bubbles in still water obtained using a dual optical fibre probe (OFP) with that obtained using
images captured with a high-speed camera acquired at 8,000 fps. They reported that rise velocities at
inlet gas flows of 1-5 L/min gas flow between the two methods were within +2% of each other. Alcan
et al. [20] and Kiambi et al. [21] also obtained rise velocities for bubbles of 2-4 mm mean diameter
using image processing techniques. The former developed a method to track the evolution of low
Reynolds number bubbles in jet flow. While their method was capable of tracking bubbles in real time,
large morphological changes in bubble shape (such as in this study) can result in high unreliability in
the method. Conversely, Kiambi et al. compared image processing results with measurements using
OFPs. They obtained values that were in good agreement with a £5% mean difference between both
methods. In order to validate the velocity measurements made here, comparison was made with the
experimental results of Kiambi et al. [21] who used a combined particle image/tracking velocimetry
(PIVIPTV) method to measure the velocity of bubbles generated in quiescent liquid conditions. Air was
ejected using 14-mm diameter submerged nozzle in a water tank. They used a high-speed camera to
obtain images containing both bubbles and fluid tracer particles and grey-scale thresholded, phase-
separated images of the bubbles were produced. Bubble velocities were obtained from the images using
PTV. A standard PIV method was used on the mixed fluid images, and bubble vectors are removed
using a velocity threshold and vector median filter that is calibrated to the PTV result. Their time-
averaged velocities followed a top-hat profile shape that is best fitted with a curve proposed by
Monkewitz [22] to describe shallow water wake profiles. The Monkewitz curve is as follows:

ub,max (Y)
1+ sinh?Y(x/p)

where uy ;mqy (¥) is the maximum or centreline bubble swarm velocity at vertical position y, p is the

u(x,y) = (11)

width of the bubble swarm, all obtained from the mean velocity fields; and y is a “shape parameter”
that modifies the flatness of the top part of the profile. A value of y = 3 was found to better suit the
mean bubble profiles. As shown in Figure 8, there is a good match between our experimental velocity
profile and those of Seol et al. [23] at 1.5 L/min. Although the figures show that our velocities were
slightly higher than both their PIV and PTV values, it is because their larger nozzle size will produce

lower gas velocities in the nozzle. This in turn translates to lower bubble rise velocities in the liquid.

10
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Nevertheless, the agreement is noted and this gave us confidence that our measurement method
produces acceptable results. There are of course obvious error sources such as out of plane bubbles
motion as well as wobbly trajectories by the small and trailing bubbles within the measurement plane.
However, triplicate measurements showed that measured velocities were within a maximum of +10%

of each other, with the mean deviation being in the neighbourhood of £5%.

3.2 Bubbles visualisation

Images of all 36 experiments of submerged bubbles under quiescent and crossflow conditions
are shown in Figure 9. As can be seen, for all freestream velocities, bubble size increases with an
increase in gas flow rate Q4. This is evident by visual observation when moving from 2 to 5 L/min or
from 10 to 15 L/min for example. At low freestream flows, bubbles are mostly spherical immediately
after detachment from the nozzle but these become increasingly non-spherical with increase in the
freestream velocity. The latter shapes can best be described as irregular ellipsoids skewed towards the
direction of flow. In all cases however, upon rising through the fluid, all bubbles morph into irregularly
shaped ellipsoids with the creation of much smaller trailing bubbles especially at large @ . One
interesting feature at large freestream velocities is the advanced forward position of the smaller bubbles.
Their lower masses and hence lower momentum results in the apparent ease with which they are

transported with the crossflowing liquid compared to the larger ones.

At the initial stage of bubble detachment from the nozzle the swarm momentum dominates over
the crossflow drag. This is more so because, we calculated that the crossflow velocity profile near the
nozzle exit is still within the boundary layer. On rising further, the bubbles’ trajectory bends slightly
due to the decaying momentum of the swarm and the increasing influence exerted by the crossflow as
the velocity increases from the boundary layer to the freestream. Afterwards, the smaller bubbles are
seen to start separating from the swarm meaning a slip exists between the freestream and the core of

the swarm’s centroid.

Figure 9 shows that overall, the angle of the gas bubbles centreline trajectory increases slightly
with increase in Q. In the 36 experimental conditions, ranging from around 7° from the vertical plane
for all the U,,= 0.059 m/s cases to between 40° and 46° in the U,,= 0.334 m/s cases. For all conditions
studied, the bubble swarms appear to travel in pseudo-linear trajectories. The superimposed red
continuous lines in the figure are trajectories obtained as the mean centroid of the swarm in all 5,000
images for each flow case. Each image in Figure 9 was randomly selected from the set of 5,000, thereby
demonstrating the accuracy of the image processing procedure. Furthermore, the blue dashed lines were
predicted using a correlational curve fit of the experimental trajectories and dimensionless numbers
characterising the gas and liquid properties and flow conditions. Details are presented in subsequent

paragraphs.
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Similar behaviour of the swarm trajectories we observed has been previously reported [6]-[8]
and is said to be controlled by the vector sum of the surrounding streamwise velocity, slip, and the

buoyancy-induced rise velocity. This is represented by the summation [24]:

U, =U, + U+ Upy (12)
where U is the vector sum of ambient velocity, Us is the slip velocity, U,,, is the bubble-induced water

velocity (see Figure 10). The slip velocity is directly calculated using the drift-flux relationship of Clift
et al. [25]:

U, = \/2:;" +0.505gd, for d, > 1.3 mm (13)
b

where g, p;and g are surface tension between air and water, density of water, and gravitational
acceleration respectively. From Figure 10, it is clear that 8’ = tan™(U,/U,,) or 8’ = cos (U /uy)

assuming l7bw negligible. However, in their study, Zhang & Zhu [24] observed that the former method
of determining 8’ predicts values quite close to those obtained from the high-speed images. Conversely,

the latter method using the inverse cosine overestimates 8’ by as much as 23% when compared with

those from the images for larger bubbles. This suggests that l7bw is not negligible and can be as much
as 0.012 m/s when bubbles reach 7 mm in size. In such cases, the swarm induces high turbulence within
the liquid crossflow. For the current experiments, basic image processing was applied to obtain the
angle using the tangent method and 6 is subsequently calculated:

6 =90-6"=90—tan"1(y/x) (14)
where y and x are the lengths of the vectors ﬁs and U,, easily determined from the swarm mean centroid
determined from the images. For each case 5,000 images was used and overall, deviations from the

mean value of 8 were less than 5%.

Numerous researchers have worked on predicting single-phase jet trajectories in crossflows
with some of the earliest studies being those of Pratte & Baines [26], Wright [27], and Hodgson &
Rajaratnam [28] amongst others. For most of these studies, the jet centreline trajectory was predicted
using various versions of a model first proposed by Wright [27]. It consists of two parts, the momentum
dominated near field (MDNF) model, and the momentum dominated far field (MDFF) model, given as

follows respectively:

y 2,07\ / x \1/2
< A ) (=
In MDNF where y < [, o (1.88 e ) (Rd) .
In MDFF where y > [ Y _ (0.82R1/6 ) (X Yz o
y>bn 2 = (0827°) (32)

where R = u, /U, is the ratio of bubble jet velocity at the nozzle exit; x and y are the streamwise and

vertical distance from the nozzle respectively; and [,,, = M;/Z/Uoo is a dimensionless length scale with

M, being the specific momentum flux (ué) at the nozzle exit. We tested the model equations against
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our experimental results and obtained satisfactory predictions at high gas flow rates where the turbulent
jetis likely to take a linear or quasilinear trajectory. Significant deviations occurred between the model
and our data at lower bubbling rates where in their work, produced parabolic trajectories. We note that
the MDNF and MDFF models have been successfully applied to buoyant plumes where the exit fluid
is two-phase. In such cases, excellent agreement with experimental data was achieved (see [28], [29]);
the trajectories in especially the liquid have been shown to be parabolic particularly near the nozzle exit

but for the gas phase, on getting to the far field region, quasi-linear trajectories are followed.

Therefore, it is necessary to have a prediction method for the current bubble swarms, which
consists of single-phase plumes, and follow essentially linear trajectories. In order to produce such a
relation, a correlational approach shall be adopted. The mean inclination angle can be expressed as a
function of the freestream velocity, gas flow rate, and other important variables. Here, we select 9 main

parameters as follows:
0 = f(Uoo'ug'dnoz' Pg,P1, 0, l'lg:.ul'dch,H) (16)

2
"d:"z) the gas velocity in the nozzle; d,,, is the nozzle diameter;

where u,; = Q4/(
Pg, PL hg, i, 0 and dp - are the gas and liquid densities and viscosities, air-water surface tension and
channel height under consideration respectively. Buckingham’s Pi theorem allows us to determine the
number of dimensionless (or IT) groups that can be determined from Equation (16) and in this case since
we have 9 variables, IT = 9 — k = 6 where k = 3 is the number of fundamental dimensions of mass,
length, and time. Therefore, the number of dimensionless groups is 6. If we select U, p;, and dp, ; as
the repeating variables, the other six nonrepeating variables are distributed to construct the six IT-groups

as follows:

Ty Uco, P Aens I
TTy! Uoo:pl'dch,Hnug
3. Uoo'pl'dch,H'J
My Ue, Py, dch,H' Aoz
Ts: Uoo'pl'dch,H'pg
Tlg: Uoo:pl'dch,H'ug

Using, dimensional analysis, the dimensionless numbers are easily deduced from the variables as ; =

Uod Ugpd .-
m°‘;—”"“ = Re,,, the freestream Reynolds number; , = p“’;—c""’ = Re,, a characteristic Reynolds
l g
. plUgodchH . dnoz . Pg. Ug
number; 5 = — = We,, the freestream Weber number; m, = T 5 =0 and g = o
ch,H l 0

We note that , as a Reynolds number is physically meaningless, it contains a mixture of gas and liquid

Pglgdnoz

variables. Multiplying it by 4, s, and 14, We obtain r," = = Rey, the gas Reynolds number.

Hg

The following groupings are hence arrived at for the determination of 6:
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6 = f(Rew, Reg,Weo,) = KRe&Rel We§, (17)
where K, a, b, and ¢ are constants of the power law curve to be determined by regression. The Reynolds
numbers capture the inertia of the flowing fluids and the Weber number characterises the ability of the
crossflowing liquid to cause bubble breakup since it is a balance of inertial to surface tension forces.
While the number of dimensionless groupings is reduced to three, it is not exhaustive. Other
dimensionless groups may be relevant in describing the flow trajectory, but their inclusion will only
make using the correlation a bit more cumbersome without necessarily resulting in commensurate
increase in accuracy. Fitting Equation (17) to the current experimental data with a power law curve
using multiple nonlinear least-squares regression yields an expression for predicting the swarm

trajectory 6:

Re%3 Welt>

Figure 11 (a) shows that Equation (18) fits the swarm displacement trajectory for all the conditions
tested and the predictions were sufficiently collapsed to £15% of the experimental values in most cases.
It shows that 6 has a direct proportionality with the freestream Reynolds number, while it varies
inversely with the gas Reynolds number. These are physically consistent with the observations in Figure
9 since increase in gas flow and hence momentum will continually dominate at constant freestream
flow. Furthermore, the trajectory varies proportionally with the freestream Weber number. Increase in
this dimensionless number results in the production of smaller bubbles as will be shown in the next
section (since We,, is mostly affected by the freestream velocity U,,). Figure 11 (b) clearly shows these
gualitative trends as well as good quantitative agreement between the predicted and experimental
trajectories. It should be noted that this correlation is applicable within the bounds of the current
experimental conditions and for water—air systems only. Further validation will be needed for other
conditions and fluid physical properties, or better still, a mechanistic model should be derived that

applies regardless of fluid combination or physical properties.

3.3 Bubble size distribution
Bubbles in the refined binary image were statistically analysed by aid of Matlab’s image
processing tools. Bubble number and pixelated area of each bubble were acquired from bubble binary

images. The bubble area is calculated as the number of pixels comprising each object, i.e.

Ai = [ PG y)drdy = ) pr ) (19)

where p is the pixel at position (x, y), the subscripts v, and h denote vertical and horizontal pixel counters
respectively. The pixels are summed over the area covered by the bubble in question. An area equivalent

bubble diameter is calculated for every bubble in the frame as:
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(20)

dp,; =

shows size distributions that were constructed for Q g = 10 and 20 L/min. It can be seen that the
distributions initially have two peaks at still water conditions and at low crossflows (Figure 12). As the
crossflow velocity increases, the second peak with the higher bubble size begins to move leftwards
indicating the production of smaller bubbles (indicated by the arrows). This suggests that increasing
liquid crossflow promotes bubble breakup. At the highest crossflow velocities of U,, = 0.231 and 0.334,
the distributions are distinctly single peaked at less than 0.5 mm in diameter. The average diameter was
calculated using a volumetric average as follows:

iy = Z(" b, l)] @)

where dy, ; is the bubble diameter of the ith group and n; is the number of bubbles with a diameter of
dp ;. Some authors have used this volume averaging method [30]. Others utilised a Sauter mean
diameter [31], [32] but where there is large size variation, it can result in averages biased towards larger
bubbles. Therefore, the volume averaged bubble diameter was taken as the more acceptable value here
since it was more consistent with the observations of the distributions in Figure 12. Table 3 shows the
mean bubble diameter calculated using the volume average in Equation (12). It can be seen that the
mean bubble velocities increase with increasing Q, but are suppressed with increasing crossflow
velocity at the same gas flow rate. The latter agrees with the observations as illustrated in the size
distributions in Error! Reference source not found. Figure 12 where increasing crossflow velocity
causes a shift from two peaks to one peak in favour of the smaller bubble sizes. Again, this is a clear
indication of the incoming momentum of the crossflowing liquid resulting in the breakup of the rising
bubbles.

3.4 Prediction of swarm rise velocity under crossflow
Figure 13Error! Reference source not found. shows the relationship between the bubble
swarm rise velocity and crossflow freestream velocity at different inlet air flow rates. The current

experimental data were plotted alongside those of Wang & Socolofsky [33] obtained at @, = 0.004 —
0.096 L/minand U, = 0.02 — 0.15 m/s. As can be seen, the current data obtained at much higher gas

and crossflow velocities produced higher bubble rise velocities. These rapidly decrease with increase
in crossflow velocity at all inlet gas flow rates. At high crossflows, the rise velocities seem to asymptote
towards the terminal velocity of a single bubble in quiescent flow, represented by the dashed blue line.
In order to obtain a correlation that describe these trends, it is pertinent to revisit the works of previous
researchers carried out for single bubbles and swarms in still water conditions as well as for low gas

flow swarms and low liquid crossflows.
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For the prediction of bubble rise velocities in quiescent flow, Marks [34] found out that the
velocities can be satisfactorily predicted using a dimensional relationship which is a function of the
inlet gas flow rate only, i.e.:

up = 18.1Q51*4 (22)
where uy, is in cm/s and Q4 in cm®min. Figure 14 shows that this equation is remarkably consistent
with our measured bubble velocities in still water. However, deviations begin to occur with increasing
crossflow velocity, which is expected since the correlation does not account for this parameter. It is
therefore necessary to introduce the effect of the crossflow to accurately model the rise velocity.

Attempts have been made in the past to do this, which we briefly present in the following paragraphs.

Wang & Socolofsky [33] tested the correlation against their experimental data and also reported
its accuracy at quiescent water conditions especially at gas flow rates higher than 20 ml/min. To account
for other parameters such as the wake effect of leading bubbles and bubbles mixing length, Marks [34]
further derived a dimensionless relationship using the turbulent wake theory.:

5/3 2/3 1/3
<ub>/_<ub>/_K( 1290Q; ) (23)
- 2% d3
Up,T Up,T nf*uy, rdy

where K is a proportionality constant, g is a coefficient related to the ratio of the bubbles mixing length
to the half-width of the wake region as defined by Schlighting [35]. In their paper, Wang & Socolofsky
[33] showed that for ellipsoidal bubbles within the diameter range of 0.8-10 mm, Equation (23) can be

expressed as the following, which greatly collapses their rise velocity data:

1/3
u—b—1=K<gQ~‘2’> (24)

Z 33
Up,T up rdp

where K was found to be 1.5. This equation formed the basis of their analysis for obtaining a relationship
for rise velocity under crossflows where they reasoned that K cannot be constant in crossflows. They
observed that the slopes of the best fit regression lines for the different bubble velocities in each

crossflow condition followed the simple exponential relation given by

s = exp(—0.3Uy) (25)
Wang & Socolofsky [33] now replaced K in Equation (24) with s and arrived at the correlation

y 2 \1/3
L 1= exp(—O.SUOO)< ‘ZQ93> (26)
Up, uprdp

Equation (26) remarkably collapsed their data with a high correlation coefficient. In order to apply this
this relationship to our rise velocities, it is clear that a relationship for s has to be obtained that fits the
current data since it is evident in Figure 13 that the slopes of u,, against U,, decays more slowly at high

gas flows. Hence for the current experiments, s = 0.54exp(—2.36U,) was found to give the best fit.
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Substituting this instead of Equation (22) and curve-fitting to the data, we can rewrite the dimensionless

model for the swarm rise velocities in crossflows as follows:

u gQZ 1/3
—L _0.72 = 0.45exp(—2.36U,,) <4—~"3> (27)
Up,T uprdp

The correlation is plotted alongside the experimental data in Error! Reference source not found. with
an R? value of 0.85. Despite the presence of some scatter, this represents satisfactory performance with
many of the points being within £20% of the curve. The scatter could be because the slopes do not
sufficiently decay with the limited crossflow conditions of our experiments, and these could hence form
the basis of a future study. Also for future study, the spreading behaviour of the bubbles as well as the
effect of the turbulent wake in crossflow should be considered. Under crossflow conditions, it has been
suggested that the trailing bubbles are located at some offset distance from the centreline leading to a
reduction of the wake influence on the rise velocity. This needs to be thoroughly investigated
theoretically. Furthermore, since correlations are only valid within the range of their data or
experimental conditions, a physical model based on force balances is necessary. Such a model, would
be comprised of simplified momentum and continuity equations with the balance of buoyancy, drag,
virtual mass force, etc. being the source terms. The bubble size distributions experimentally determined
here can be fed into the numerical solution of the model as closure. While such numerical or analytical
models are important in initial designs of aeration systems, and studying underwater gas pipe leakages,
experimental studies such as the current are valuable in providing data to calibrate computational fluid

dynamics models.

4 Conclusions

Experiments were carried out in a small water channel to study the effect of crossflow velocity on
rising bubble plumes over a wide range of gas flow rates. High-speed bubble visualisation was done
and in the still water condition, bubbles were observed to be initially spherical upon detachment from
the nozzle, but deform into ellipsoids and spherical cap bubbles on rising towards the free surface and
more so as the gas bubbling rate increases since drag forces through the liquid increase. Under crossflow
however, the bubbles could best be described as irregularly shaped ellipsoids skewed towards the
direction of flow. On rising through the fluid, there was the creation of much smaller trailing bubbles
especially at large gas flow rates. These resulted in dually modal bubble size distributions which were
damped with increasing liquid crossflow due to bubble break up induced by rising viscous drag forces.
Using a specially written image processing algorithm, we extracted quantitative information on
trajectories, size distribution, rise velocities of the bubble swarm. Rise trajectories are essentially linear
and are heavily influenced by the crossflow. We initially tested the momentum dominated near and far
field correlations first proposed by Wright but these failed to adequately predict our trajectories. We

conclude that there is a limit to which their equations apply which may have an upper limit of bubbling
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rate as this significantly affects the shape of the trajectory. In their studies parabolic trajectories were
reported, as against the quasilinear observed here. Using dimensional analysis, we derived a correlation
in terms of the gas capillary, Froude and freestream Reynolds numbers that very well predicts the swarm
trajectory. Increasing crossflow was found to severely suppress the swarm rise velocity which decay
asymptotically towards the terminal velocity of a single bubble rising in quiescent water. This
observation was consistent with that of other authors who used more limited gas and crossflow
velocities than the current experiments. Using the correlating scheme of Marks derived from the
turbulent wake theory, as modified by Wang & Socolofsky, we obtained a relationship for the
dimensionless bubble rise velocity as a function of the liquid crossflow velocity and gas bubbling rate.
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Nomenclature

A. Roman

Ca [-] Capillary number

d [m] diameter

Fr [-] Froude number

I [pixels] Image intensity

p [-] Swarm width

Q [L/min or m%/s] Volumetric flow rate

Re [-] Reynolds number

u [m/s] Velocity specified by a subscript

X [m] Horizontal spatial coordinate

y [m] Vertical spatial coordinate
B. Greek

a [-] Void fraction

y [-] Velocity profile shape parameter

K [-] Von Karman constant

u [kg/s-m] Dynamic viscosity

p [kg/mq] Density

o [N/m] Liquid surface tension

0 [°] Swarm angle of inclination or trajectory

(for linear and quasi linear swarms)

T [s] Cross-correlation time lag
C. Subscripts

b bubble
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530
531
532
533
534
535
536
537
538
539
540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558

g Gas phase
| Liquid phase
noz Nozzle

S Slip, used for slip velocity
sg Superficial gas
T Terminal
T Shear as used with Re and u for the crossflow liquid
00 freestream
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Figure 1: Overall experimental setup.
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Figure 2: (a) Profiles of ensemble-averaged streamwise velocity U*(y*) for all the free-stream velocity
cases from PIV measurements, where log-law constants of Ut = iln(y*) + B are k =0.41 and B =5.0. (b)
Nominal mean shear rate (AU /dy) at a wall-normal position equalling the nozzle height for all the cases
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615 Figure 3: digital image processing steps
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617 Figure 4: Bubbles angle of inclination from processed images at 10 L/min. Left to right U= 0, 0.059,
618 0.115, 0.173,0.231, 0.334 m/s
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620 Figure 5: bubble velocity determination (a) snapshots showing data extraction points on line parallel to
621 line of trajectory (b) upper and bottom time series and cross-correlation function
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623 Figure 6: Schematic for data extraction points to construct (a) rise, and (b) streamwise velocity profiles
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626 Figure 7: determination of a valid spatial range for velocity profile using the bubble void fraction
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629 Figure 8: Comparison of current velocity profile at @, = 2 L/min with the PTV and PIV data of Seol et al.
630 [23] as well as a Monkewitz curve.
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633 Figure 9: High-speed visualisation of bubbles under different gas flow crossflow conditions. Red
634 continuous lines represent the experimental trajectories obtained as mean swarm centroid in all images.
635 Blue dashed lines are predictions using Equation (18)
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Figure 10: Velocity vectors associated with a bubble in liquid crossflow (adapted from Zhang & Zhu [24])
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642 Figure 11: Graphical representation of Equation (18) (a) parity plot showing error band (b) Effect of
643 freestream velocity on mean swarm inclination angle: experimental data points vs predictions
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646 Figure 12: Representative bubble size distributions showing effect of freestream velocity (Shown here are
647 for (a) @, = 10 L/min and (b) 20 L/min). Where N, is the number of bubbles.
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651 Figure 13: Mean bubble rise velocities under crossflow. The error bars represent the average deviation
652 between three measurements. W&S are the data of Wang & Socolofsky [33], and u,  (represented by the
653 blue dashed line) is the terminal velocity for a single bubble rising in quiescent water.
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657 Figure 14: Comparison of current bubble velocities with the prediction of Marks [34] Eq. (22).
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