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We describe the dynamic effect of market-induced factors (energy consumption, financial development, foreign direct investment, gross domestic product growth, and industrial performance) on carbon dioxide emissions in Nigeria, Ghana, and South Africa, which are the three major economies in sub–Saharan African (SSA) countries. We apply impulse response function, variance decomposition analysis and Toda-Yamamoto causality techniques. We adopted secondary analysis wherein the quarterly time series data for the period from 1980Q1 to 2017Q1 is used. The findings from the result of impulse response for Nigeria, Ghana and South Africa indicate negative shocks of energy consumption and industrial value toward CO2 emissions. However, domestic credit and economic growth positively influence CO2 in South Africa. SSA countries are in stages of rapid development as there is substantial inflow of FDI, resulting in increased energy consumption and CO2 emissions which contribute to environmental pollution. Nonetheless, the result from forecast error variance decomposition for Nigeria, Ghana and South Africa reveals that fossil fuel use, economic growth, FDI and industrial performance forecast positively on the trend of CO2 emissions in the long-run quarter in these economies. Lastly, the outcome from the Toda-Yamamoto causality model in Nigeria shows the existence of causality between economic growth, industrial value, credit, and fossil fuel and CO2 emissions. In the case of Ghana and South Africa the result reveals no causality among the variables. However, energy resources have no influence on CO2 discharge in South Africa. Since the results of energy use, industrial performance, foreign direct investment, and financial development have significant negative impact on the level of CO2 discharge in these countries. It is important for policy makers to emphasise on more appropriate policies that will consider financial reforms, sound industrial policies and all possible ways that will attract clean foreign direct investments to stimulate sustainable development in these economies. This could be through further control on high explosion of CO2 by making availability of low emissions technologies, provision of financial incentives that will encourage the use of low CO2 technology and removing trade barriers that will attract foreign investment, human capital development and research.
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1.0 	Introduction
More than ever before, the renewed focus of researchers and policymakers in both the public and private sectors on the spate of global climate change as a momentous threat to achieving sustainable environmental quality across the world. Africa’s total energy consumption is under 3% of global energy consumption (British Petroleum, 2020). Greenhouse gas carbon dioxide emission is one of the major reasons for global warming. Its main source of origination is human activities due to which it is present in the atmosphere in abundance, thereby causing ecological issues and climatic transformations (IPCC, 2014). Climate change is a worldwide problem that poses a serious threat. Temperature fluctuations have been seen to cause an imbalance in the region's environment, posing a threat to human health (UN Environment, 2019). Climate change is having a major impact on people's lives, affecting national economies, and costing us a lot of money today and tomorrow. However, there is a growing realization that now is the time to implement affordable, scalable solutions that will allow all countries to make the transition to cleaner, more resilient economies (Guterres, 2019). In normal conditions, the carbon dioxide emissions from humans, animals, volcanoes, and other sources are almost balanced by the equal amount being absorbed by photosynthesis by plants and oceans. Nevertheless, this equilibrium is being disturbed by human activities involving the consumption of fossil fuels, industry, mining, transportation, and domestic use, all of which significantly increase carbon emissions in the environment (Rahman and Hasan, 2017). This imbalance in the environment is also referred to as the greenhouse effect, which leads to global warming, ice sheets melting at poles, the consequent rise in sea level, submergence of coastal areas, as well as damage to agriculture, plant life, animal life, and human life.
 Policymakers on the African continent should not ignore the effects of environmental degradation. Despite the evidence of deteriorating environmental quality, economic growth in sub-Saharan Africa depends on investing in the energy industry to accommodate the rising energy demand. Like many developing economies and emerging markets, burning fossil fuels for energy is seen as necessary for economic growth – despite the evidence of climate change. In 2020, the output of these three countries accounted for 50% of the Sub-Saharan African economy (World Bank, 2022). Recently, some under-developed and developing countries have increased their economic restructuring by carrying out rapid industrialization (Niva, et al. 2020). Nevertheless, this rapid industrialization amongst global economies have resulted in an upsurge in energy-related carbon dioxide emissions and environmental degradation. Moreover, an increase in urbanization and a fast population growth have also created high potential for energy-related carbon dioxide emissions due to enhanced energy consumption (Gasimili, et al. 2019). Since the industrial revolution of the 1860s, a rise in the earth’s carbon dioxide emissions levels has been clearly visible. Before this landmark phase, the concentration of atmospheric carbon dioxide was just below 280 parts per million (ppm) which did remain consistent for about 700 years (Intergovernmental panel on climate change (IPCC), 2018). A rise in carbon dioxide emissions has been witnessed in sub-Saharan Africa countries due to high population, economic growth, and related factors (Hamilton and Kelly, 2017). 

As seen in Figure below 1, South Africa, Nigeria, and Ghana in sub-Saharan African region are among the thirteenth rank in carbon dioxide emissions explosion. This means sub-Saharan Africa contributes significantly to carbon dioxide emissions. Hence, this study examines the extent to which energy consumption financial development, foreign direct investment, industrial performance, and gross domestic product growth explains systematic dynamism in carbon dioxide emissions in three selected sub-Saharan African countries. The study is different with other earlier studies as none of these studies investigates the dynamism effect of market-induced factors on CO2 explosion in South Africa, Nigeria and Ghana.
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[bookmark: _Toc524420821]Figure 1: Top Carbon Dioxide Emitting Countries in 2020
Source; ATLAS, 2020
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Climate change and global warming have been issues of scientific discussion for decades, a few of studies have proved that with the doubling of carbon dioxide emissions, the global mean temperature is going to increase from 3 ̊C to 4 ̊C (IPCC, 2007). It has been concluded in some studies that the production and use of energy affects the climate and air quality (Burnett, Bergstrom and Wetzstein, 2013; Wu, et al. 2021). It has been scientifically proven that the major reason for global warming is the increase in the levels of carbon dioxide in the atmosphere, which is due to various human activities (Querol, et al. 2018; UN Environment, 2019; Fogarty, 2019).  In another study conducted in the Cox’s Bazar and the Sylhet region of Bangladesh, it was found that there is a significant increase in temperature by 0.021 degree Celsius per year (Rahman and Hasan, 2017). Between 2014 and 2016, stagnation was observed in fossil fuel emissions with an increase in the global gross domestic product (output). However, the trend discontinued in 2017 when global emissions jumped by 1.6 per cent. It has been projected by the Global Carbon Project that the carbon dioxide emissions will rise by approximately 2.7 per cent up to 37.1 gigatons at the end of the year 3000 (Global Carbon Project, 2018). The relationship between financial development and environmental quality is very significant for policymakers to comprehend the interaction between financial development and the environment (Al-mulali, 2015). It is very critical to understand the influence of financial development on carbon dioxide emissions, being that the main purpose of any economy is to maximise financial development (Al-Mulali, Solarin and Ozturk, 2016). Environmental degradation has occurred and raised alarms in both the scientific community and political circles. 
The global trend of carbon dioxide discharge is becoming a threat to all countries’ ecosystem and development (Sehrawat, et al. 2015). It is argued that in recent years, the portion of carbon dioxide explosion from the countries in industrialized and emerging economies increases the level of deteriorating environmental quality due to atmospheric heat and climate alteration (Meratizaman, et al. 2015; Nejat, et al. 2015). Nowadays, countries like China, India, sub-Saharan African countries, North Africa, Asia, and Latin America account for almost 63 per cent of the total carbon dioxide discharge in the globe (Hansen  Sato, 2016; IPCC, 2014). Hence, developing countries become increasingly vulnerable to all effects of carbon dioxide explosion. The increased incidences of disease outbreak, changes in the ecosystem and water ways alterations, floods, drought, low yields of agricultural productivity, extreme poverty all adversely affect human welfare and development (Danlami, Applanaidu, and Islam, 2018). In sub-Saharan Africa, the level of carbon dioxide discharge has taken an increasing dimension with the upsurge of economic progress, financial resources, population growth, urbanization and fossil fuel use for domestic and industrial utilization (Asongu, 2018; Yahaya, Mohd-jali,  Raji, 2020). The manufacturing industry, non-renewable sources of energy and fossil fuels are mostly used for the generation of electricity (Al-Mulali, Saboori and Ozturk, 2015). Carbon dioxide emissions and other greenhouse gases are emitted on the combustion of such fuels, which damage the environment. Financial development is directly related to an increase in production, which suggests that an increase in financial development and fossil fuel consumption leads to an increase in carbon dioxide emissions in the environment.
 The financial development of the region assists firms to put more funds in research and development, which has a positive impact on the environment. However, some authors have focussed more on investigating the relationship between pollution and financial development, with no common theory established. On one hand, it has been argued that financial development can lead to an increase in pollution due to increased activities. On the other hand, it has been argued that financial development can lead to a reduction in emissions due to more funding in the cleaner energy sector (Yahaya, Adamu and Mustapha, 2020). Accordingly, the Environmental Kuznets Curve Hypothesis has been the subject of most investigations on the relationship between economic growth and carbon dioxide emissions. Under this hypothesis, environmental degradation increases during the early stages of economic expansion until some threshold level or turning point in relation to income is achieved, after which environmental degradation begins to drop. (Heidari, Katirciog & Saeidpour, 2015). This hypothesis proposes an inverted U-shaped curve for the relationship between economic growth and environmental pollution. Some research studies have examined the Environmental Kuznets Curve Hypothesis and yet no consensus have been found on the topic (Apergis and Ozturk, 2015).
 A few studies have analysed the links between energy performance, economic growth, financial development, and carbon dioxide discharge using VAR and VECM techniques across many countries. Wu, et al. (2021) carried out an empirical study of carbon emission impact factors. They utilise the VAR model. The results showed that the economic growth effect, energy intensity effect and embodied carbon in foreign trade were the key factors affecting carbon emissions, among which the economic growth effect contributed the most. In a similar study, Ewing, et al. (2017) investigated energy consumption, carbon emission and economic growth nexus in the United States for the period 1972-2006, using the Johansen Bivariate cointegration method, VAR, and the dynamic causal analysis. The result showed that carbon dioxide emissions granger causes Economic growth in the short and long run. Results also indicated that unidirectional causality exists from energy consumption to economic growth both in the short and long run, while in the short run bidirectional relationship exists between energy consumption and economic growth. The study concluded that carbon emissions influenced economic growth.
 In the same vein, Soytas and Sari (2017) examined the relationship between energy consumption, economic growth and carbon emissions in Turkey. The investigation employed the granger causality perspective in a multivariate VAR framework. They discovered that carbon emissions seem to granger cause energy consumption, but the reverse is not true. The study concluded that there is a lack of a long-run causal link between income and emissions, which implied that to reduce carbon emissions; Turkey does not have to forgo economic growth.
Chontanawat, et al. (2016) studied the dynamic modelling of a causal relationship between energy consumption, CO2 emission and economic growth in India with the data covering 1971 to 2006. The methodology used was the VAR Granger causality. The study confirmed the existence of bidirectional Granger causality between energy consumption and carbon dioxide emissions in the long run, but neither carbon dioxide emissions nor energy consumption and income in any direction in the long run. The study concluded that India could pursue energy conservation and emission reduction with efficiency improvement policies without impeding economic growth. Similar study of Saibu and Jaiyesola. (2013), examined the implication for energy policy and climate protection on the nexus between energy consumption, carbon emission and economic growth in Nigeria. The study employed a VAR Granger causality and dynamic regression model and found that there was a causal relationship between oil production, carbon emission from gas flaring and economic growth in Nigeria, with a conclusion that carbon emission constituted an impediment to sustainable economic growth in Nigeria.

Sun, et al. (2011) empirically studied the relationship between economic growth and carbon emission in China.  The study employed time series data from 1999-2009, applying a VAR model with the use of impulse response functions and variance decomposition. It was concluded that in resource-dependent cities, per capita GDP changes granger cause changes in carbon emissions; however, carbon emissions do not exhibit the inverted U-shaped relationship in the dynamic sense. Per capita GDP contribute significantly to the behaviour of variance decomposition of carbon emissions. Bowden and Payne (2009) worked on the causality between energy consumption and economic growth in Greece, using VAR model, and Toda and Yamamoto (1995) Granger causality test. The investigation revealed that in aggregate there was a unidirectional causal relationship running from total energy consumption to real GDP, the study, therefore, concluded that energy consumption affects economic growth.

Yu, et al. (2008) in a causal relationship between energy consumption and economic growth analysis in Liberia engaged a parametric and non-parametric granger causality approach and found evidence of distinct bidirectional Granger causality between energy consumption and economic growth. The study, therefore, concluded that energy consumption influences economic growth. Similarly, using VECM and impulse response analysis, Albiman, et al.,  (2015) investigate  the relationship among  energy resources, economic performance and carbon dioxide discharge in Tanzania between 1975 and 2013, and their outcomes reveal that energy resources and economic performance positively influence the capacity of carbon dioxide. The variance decomposition analysis shows a very high percentage of variation due to shocks of energy use and economic performance. Alshehry and Belloumi (2015) investigate the influence of energy use, energy price and economic progress on carbon dioxide emissions in Saudi Arabia, using vector error correction model and variance decomposition analysis, and confirm a positive link among energy use, energy price, and the output of carbon dioxide emissions. The findings in Tunisia also shows that energy use and gross domestic product increase the level of carbon dioxide discharge as revealed in Benali and Feki's (2018) analysis of the effect of energy use and economic performance on carbon dioxide carbon dioxide emissions in the country from 1982 to 2016. However, a study on  this outcome is similar to the findings of earlier studies  Baimani, et al. 2021; Clifton, et al. 2020).
Aminu's (2018) examination of the influence of energy price shock on economic performance in United Kingdom using Vector error correction model and impulse response analysis reveals that a temporary decline in economic performance occurs due to energy price shocks. Aminu, et al. (2018) analysis of the effect of energy price shock on output performance by vector error correction model indicates that energy prices shocks reduce the level of output performance. Wang, et al. (2018) also employ vector error correction approach to examine the link between energy use, output, and urbanisation with carbon dioxide in 170 countries from 1980 to 2011. The outcome from vector error correction model analysis indicates a positive link between energy, gross domestic product growth, and urbanisation and carbon dioxide emissions.
In sub-Saharan Africa, the level of carbon dioxide discharge has taken an increasing dimension with the upsurge of economic progress, financial resources, population growth, urbanization and fossil fuel use for domestic and industrial utilization (Asongu, 2018; Yahaya, Mohd-jali,  Raji, 2020). The manufacturing industry, non-renewable sources of energy and fossil fuels are mostly used for the generation of electricity (Al-Mulali, Saboori and Ozturk, 2015). Financial development has been associated with environment quality by a considerable number of studies (Boutabba, 2014; Shaari, et al. 2014; Charfeddine and Kahia, 2019). The financial development of the region assists firms to put more funds in research and development, which has a positive impact on the environment. However, some authors have focussed more on investigating the relationship between pollution and financial development, with no common theory established. On one hand, it has been argued that financial development can lead to an increase in pollution due to increased activities. On the other hand, it has been argued that financial development can lead to a reduction in emissions due to more funding in the cleaner energy sector (Yahaya, Adamu and Mustapha, 2020).
Danish, et al. (2018) assesses the impact of energy resources on Pakistan's carbon dioxide emissions. They reveal that energy accelerates carbon dioxide emissions. The influence of fossil fuel on Nigeria was investigated by Yahaya, Iro, and Kabiru (2019). They established that increasing the amount of energy usage increases the capacity to discharge carbon dioxide. In contrast, Acheampong (2018) found that industrial growth performance slows the rate of carbon dioxide emissions in 116 emerging economies using PVAR analysis. Foreign direct investment and energy resources in Turkey, according to Gökmenoğlu and Taspinar (2016), increase the amount of carbon dioxide explosion. This conclusion is backed by earlier findings (Shao, 2018). Therefore, it is important to know the level of emissions by the region at present as well as in the future. As greenhouse gases are aggravating, environmental issues so the prediction of carbon-dioxide emissions has become a major concern worldwide. 
From the reviewed literature it is evidently clear that relationship among market-induced factors and CO2 discharge exists. However, the dynamism effect of these factors on CO2 have not been investigated. Hence, this paper examines the dynamic influence of market-induced factors on CO2 emissions in three SSA economies. The framework depicting the inter-connectedness between the dependent variable (carbon dioxide) and independent variables (foreign direct investment, industrial performance, gross domestic product growth, energy consumption and financial development) is shown in Figure 2.
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[bookmark: _Toc524420761]Figure 2: Research Framework
Source:   Author’s Conceptualisation 
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This study employed a modified model developed by (Ohlan, 2015) to investigate the extent to which energy use, foreign direct investment, financial development, industrial performance and gross domestic product growth explains dynamics in carbon dioxide emissions using the forecast error variance decomposition and impulse response analysis.  
The functional form of the model is presented in equation 1:

CO2 = f (ENG, FDI, FD, IND, GDPg)           				   (1)

where carbon dioxide is (C02), fossil fuel energy consumption represents (ENG), foreign direct investments indicate (FDI), financial development is (FD), industrial performance is (IND) and growth rate of gross domestic product is (GDPg). 
The econometric specification of the functional form equation 1 is represented as follows in equation .2:
(2)
where subscript t stands for the quarterly period from 1980-2017,  and  signify the parameters and  denotes the stochastic error, the rest as defined in the previous equation. The apriori expectation is     , therefore ENG, FDI, FD and IND are positively related to carbon dioxide discharge while theory provides that gross domestic product growth could either increase or decrease carbon dioxide emission depending on the stage of economic development. 
The study employed Toda-Yamamoto granger causality, impulse response function, and variance decomposition analysis for the model’s estimation.
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Table 1: Description of the Study Variables
	Variables
	Description
	Definition
	Sources

	CO2
	DV
	Environmental quality measured by Carbon dioxide (CO2) emissions per capita (metric tons)
	WDI

	FDI
	IV
	Foreign Direct Investment,net inflows (% of GDP)
	WDI

	IND
	IV
	Industry (including construction), value added (% of GDP)
	WDI

	FD
	IV
	Financial development is proxy by domestic credit by financial sector (% of GDP)
	WDI

	ENG

GDPg
	IV

IV
	Fossil energy consumption measured by Petroleum and other liquid consumption (% of total) 
Economic growth measured by Gross domestic product growth rate
	EIA

WDI


Note: *DV refers to dependent variable and *IV refers to independent variable

This paper employs quarterly time series data for Ghana, Nigeria, and South Africa from 1980Q1 to 2017Q1, with data carbon dioxide emissions, energy consumption, industrial performance, economic output growth, foreign direct investment, and financial development) from the World Bank’s World Development Indicators (WDI) and Energy Information Administration (EIA). One of the reasons to choose WDI and EIA is that they are one of the premier compositions of data that do not only provide details of a country but also support cross-country analysis. The indicators help in measuring the development experienced by each country individually as well as in comparison to its counterparts. The information obtained from these databases is appropriate, and accurate along with being of higher quality. 
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Table 2. Appendix 1 presents descriptive statistics of each variable series employed for Nigeria, Ghana, and South Africa, within the period 1980Q1 to 2017Q1. The average industrial performance, value-added as a percentage of GDP during the period under review was 31.99%, 30.00% and 21.32% for South Africa, Nigeria, and Ghana, respectively. Average energy consumption effectively mirrored the industrial performance patterns of the studied countries, with South Africa using 0.96% of total fossil fuel energy consumption, followed by Nigeria, which consumed 0.55% of the total fossil fuels, while Ghana consumed the least 0.07% among the three (3) countries studied. In addition, average carbon dioxide (CO2) emissions were the highest in South Africa 8.92 per capita metric tons, followed by Nigeria 7.24 per capita metric tons and Ghana 0.61 per capita metric tons, and thus, effectively indicating a direct proportional relationship of carbon dioxide emissions with energy use and industrial performance in these countries.  
The average economic growth rate stood at 11.2% in South Africa, marking the highest among the three countries, followed by Nigeria with a gross domestic product growth rate of 9.21%, and Ghana, had the lowest economic growth rate of 9.15%, which maybe reflective of extant economic advancement levels and existing capacity for growth among the three countries. Meanwhile, Ghana attracted the highest average foreign direct investment of US$2.91 billion among the three countries during the period under review, with Nigeria and South Africa recording an average of US$1.52 billion and US$2.22 billion as foreign direct investment during the reviewed period. 
[bookmark: _Hlk127359904]Table 2: Descriptive Statistics
	NIGERIA

	
	Carbon-dioxide Emissions per capita
(Metric tons)
	Financial Development (% of GDP)
	Foreign direct investment, net inflows (% GDP US$ Billion)
	Fossil fuel energy consumption (% of total energy)
	Gross Domestic Product Growth (%)
	Industrial performance, value added (% of GDP)

	 Mean
	 0.61
	 9.21
	 1.52
	 0.55
	 3.51
	 30.00

	 Median
	 0.61
	 8.14
	 1.26
	 0.53
	 4.10
	 29.85

	 Maximum
	 0.92
	 19.62
	 5.79
	 0.90
	 15.87
	 39.24

	 Minimum
	 0.32
	 4.95
	-1.15
	 0.34
	-11.55
	 18.17

	 Std. Dev.
	 0.17
	 3.48
	 1.33
	 0.13
	 5.81
	 5.29

	GHANA

	 Mean
	 7.24
	 9.15
	 2.91
	 0.07
	 4.48
	 21.32

	 Median
	 0.31
	 10.22
	 1.70
	 0.05
	 4.69
	 23.72

	 Maximum
	 268
	 15.88
	 9.51
	 0.17
	 13.44
	 34.85

	 Minimum
	 -4.47
	 1.54
	 0.04
	 0.02
	-7.14
	 6.24

	 Std. Dev.
	 43.56
	 5.30
	 2.34
	 0.04
	 3.69
	 6.77

	SOUTH AFRICA

	 Mean
	 8.92
	 112.39
	 2.22
	 0.96
	 2.33
	 31.92

	 Median
	 8.82
	 115.93
	 0.51
	 0.92
	 2.65
	 29.62

	 Maximum
	 9.97
	 160.12
	 5.98
	 1.35
	 6.53
	 45.27

	 Minimum
	 7.36
	 53.96
	-0.766
	 0.64
	-2.61
	 26.02

	 Std. Dev.
	 0.68
	 33.60
	 1.26
	 0.22
	 2.28
	 5.51


Source: World Development Indicators &International Energy Agency
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Figures 3, 4, and 5. Appendix 2 presents the trend analysis of data used in the study to identify changes overtime, as well as allow for useful comparison on the performance of each data among countries studied by way of ascertaining any systemic connections in pattern of relationships.
From Figures 3, 4, and 5, Nigeria, South Africa, and Ghana, witnessed a rising carbon dioxide emission level (a measure of environmental quality) in the period under review from 1980 to 2017, though the former recorded higher level of emission. The carbon dioxide emission in Nigeria were also clearly rising between 1980Q1 to 2017Q1, though exhibited marked cyclical/ seasonal trend. The trend of Fossil fuel energy Consumption (% of total), a proxy for energy usage, exhibited a rising tendency over time in the three (3) countries studied, namely Ghana, Nigeria, and South Africa. This may closely explain the direct impact of fossil fuel consumption, as a highly significant contributor of carbon dioxide emissions/pollution in these countries. This could further explain the structure of economies of these countries, which tilts mainly towards the extractive industries, often with weak linkage effect to the rest of the economy.
From figure 3, 4, and 5 only Ghana recorded growth, on average, in its industrial performance, measured by industrial performance (% of gross domestic product), for the period from 1980 to 2017, with both Nigeria and South Africa, witnessing noticeable decline throughout the same period. This could support Government of Ghana strategy to leverage on developing the industrial sector to enhance inclusive growth and development. The growth trajectory in gross domestic product (%) for South Africa showed evidently volatile path in the studied period (1980 to 2017), and growth was broadly sideways, averaging 2.33% for the period. Ghana’s gross domestic product growth was relatively more stable overtime among the studied countries, averaging 4.43% over the period, while Nigeria gross domestic product growth also portrayed evidence of seasonality, though experienced average growth of 3.28% over the period from 1980 to 2017.
The performance of foreign direct investment (net inflows) in the studied countries was noticeably low in the 1980s, up until the late 1990s. Foreign direct investment inflows picked up gradually in Nigeria from year 2000, growing steeply between 2004 to 2011, and declined markedly between 2011 and 2017. The trajectory of foreign direct investment inflow in Ghana only witnessed sharp growth in 2005 and   has remained relatively high for the rest of the periods. Domestic credit provided by the financial sector (% of gross domestic product) rose both in Ghana and South Africa throughout the 1980 to 2017 periods, though South Africa data shows higher credit intermediated by the financial sector. Credit advanced by financial sector in Nigeria averaged 7.33% from 1980 to 2006, before rising steeply to about 19% and declining to 12.85% in 2017.
4.0	Estimation of Multivariate Models for the Countries
Following the determination of the stationary properties of the variables and the investigation of the long run relationship among the variables for the three (3) countries under study, the next step is to estimate the multivariate models for the respective countries. In this view, Toda-Yamamoto model (T-Y model) in the VAR framework, proposed by Toda and Yamamoto (1995) is the appropriate estimation method for Nigeria, Ghana, and South Africa since they are I(1) variables in their respective models which can be accommodated in T-Y estimation model. 
4.1: VAR Lag Order Selection Criteria (Nigeria, Ghana, and South Africa)

Tables 3, 4, and 5 present the VAR lag order selection criteria for both Nigeria Ghana and South Africa. As indicated in the table, the VAR lag order selection criteria show the optimal lag preference for Nigeria (6), Ghana (8) and South Africa (6) as identified by all available information criterion at the 5% significance level, namely Sequential Modified LR test statistic (LR), Final Prediction Error (FPE), Akaike Information Criterion (AIC), Schwarz Information Criterion (SIC) and Hannan-Quinn (HQ) information criterion. Thus, optimal lag employed in the Toda-Yamamoto multivariate models is justified.  

Table 3: VAR Lag Order Selection Criteria (Nigeria)
	
	
	
	
	
	
	

	 Lag
	LogL
	LR
	FPE
	AIC
	SC
	HQ

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	0
	-1133.978
	NA 
	 0.424280
	 16.16990
	 16.29538
	 16.22089

	1
	 135.7614
	 2413.405
	 1.07e-08
	-1.329949
	-0.451595
	-0.973016

	2
	 457.2701
	 583.7321
	 1.86e-10
	-5.379718
	 -3.748489*
	 -4.716843*

	3
	 466.4034
	 15.80513
	 2.75e-10
	-4.998629
	-2.614526
	-4.029812

	4
	 481.3896
	 24.65822
	 3.75e-10
	-4.700562
	-1.563583
	-3.425802

	5
	 568.8007
	 136.3861
	 1.85e-10
	-5.429797
	-1.539944
	-3.849095

	6
	 669.2496
	  148.1799*
	  7.63e-11*
	 -6.343966*
	-1.701238
	-4.457322

	7
	 680.9144
	 16.21485
	 1.13e-10
	-5.998785
	-0.603182
	-3.806199

	8
	 698.6001
	 23.07928
	 1.55e-10
	-5.739009
	 0.409469
	-3.240480

	
	
	
	
	
	
	

	
	
	
	
	
	
	


· indicates lag order selected by the criterion

Table 4: VAR Lag Order Selection Criteria (Ghana)
	 Lag
	LogL
	LR
	FPE
	AIC
	SC
	HQ

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	0
	-1781.389
	NA 
	 4128.914
	 25.35303
	 25.47851
	 25.40402

	1
	-127.8468
	 3142.902
	 4.48e-07
	 2.409174
	 3.287528
	 2.766107

	2
	 150.7392
	 505.8014
	 1.44e-08
	-1.031762
	  0.599467*
	-0.368887

	3
	 161.0871
	 17.90710
	 2.09e-08
	-0.667903
	 1.716201
	 0.300915

	4
	 186.8762
	 42.43299
	 2.44e-08
	-0.523066
	 2.613913
	 0.751694

	5
	 397.8432
	 329.1684
	 2.09e-09
	-3.004868
	 0.884986
	-1.424166

	6
	 498.8033
	 148.9340
	 8.57e-10
	-3.926288
	 0.716441
	-2.039643

	7
	 528.9848
	 41.95448
	 9.73e-10
	-3.843756
	 1.551847
	-1.651170

	8
	 654.7118
	  164.0692*
	  2.90e-10*
	 -5.116479*
	 1.031999
	 -2.617950*

	
	
	
	
	
	
	


* indicates lag order selected by the criterion

Table 5: VAR Lag Order Selection Criteria (South Africa)
	 Lag
	LogL
	LR
	FPE
	AIC
	SC
	HQ

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	0
	-1332.880
	NA 
	 7.127366
	 18.99120
	 19.11668
	 19.04219

	1
	 74.78371
	 2675.559
	 2.53e-08
	-0.465017
	 0.413337
	-0.108084

	2
	 350.6753
	 500.9096
	 8.45e-10
	-3.867735
	 -2.236506*
	-3.204860

	3
	 367.8095
	 29.65064
	 1.11e-09
	-3.600135
	-1.216031
	-2.631318

	4
	 392.2911
	 40.28184
	 1.33e-09
	-3.436754
	-0.299775
	-2.161994

	5
	 500.4479
	 168.7552
	 4.87e-10
	-4.460254
	-0.570400
	-2.879552

	6
	 646.4951
	  215.4456*
	  1.05e-10*
	 -6.021208*
	-1.378479
	 -4.134564*

	7
	 656.8960
	 14.45791
	 1.59e-10
	-5.658099
	-0.262496
	-3.465513

	8
	 670.1417
	 17.28518
	 2.33e-10
	-5.335343
	 0.813135
	-2.836814

	
	
	
	
	
	
	


* Indicates lag order selected by the criterion
[bookmark: _Toc524419762][bookmark: _Toc524421145][bookmark: _Toc524421388][bookmark: _Toc524767794]5.0 Results and discussions
[bookmark: _Hlk84926557]5.1 Unit Root Test
The unit root test result of the variables across the countries is displayed in Table 6. The unit results shows that the variables are integrated of order 1 to all the countries Nigeria, Ghana and South Africa. 




[bookmark: _Toc524420571]Table 6: Unit Root Test (Augmented Dickey-Fuller)
	
	Without Intercept and Trend
	
	Intercept and Trend
	

	
	Level
	First Difference
	
	Level
	First Difference
	Remark

	NIGERIA
	
	
	
	
	
	

	Carbon-dioxide Emissions 

	-0.71
	-3.15**
	
	-2.17
	-3.27**		
	  I(1)

	Credit provided by Financial Sector
	-0.61
	-4.50***
	
	-4.09**
	-4.38***
	  I(1)

	Foreign Direct Investment
	-1.65
	-4.45***
	
	-3.52**
	-4.46***
	  I(1)

	Petroleum & other Liquid Consumption
	 0.67
	-2.80**
	
	-2.56
	-2.97
	  I(1)

	Gross Domestic Product Growth
	-2.36**
	-4.24***
	
	-3.40*
	-4.61***
	  I(0)

	Industry Value Added
	-1.11
	-3.20**
	
	-2.61
	-3.46**
	  I(1)

	GHANA
	
	
	
	
	
	

	Carbon-dioxide Emissions 

	-1.30
	-3.02***
	
	-3.02
	-3.43**		
	  I(1)

	Credit provided by Financial Sector
	0.72
	-3.01***
	
	-1.56
	-3.52**
	  I(1)

	Foreign Direct Investment
	-1.11
	-4.11***
	
	-3.41*
	-4.10***
	  I(1)

	Petroleum & other Liquid Consumption
	2.82
	-2.31**
	
	-1.09
	-4.01***
	  I(1)

	Gross Domestic Product Growth
	-0.47
	-5.62***
	
	-4.71***
	-6.04***
	  I(0)

	Industry Value Added
	0.27
	-3.79***
	
	-3.29*
	-3.89**
	  I(1)

	SOUTH AFRICA
	
	
	
	
	
	

	Carbon-dioxide Emissions 

	-0.63
	-3.52**
	
	-2.26
	-3.51*		
	  I(1)

	Credit provided by Financial Sector
	 0.98
	-3.60***
	
	-3.97*
	-2.28**
	  I(1)

	Foreign Direct Investment
	 -1.18
	-3.32***
	
	-2.28
	-3.35***
	  I(1)

	Petroleum & other Liquid Consumption
	 0.78
	-1.63*
	
	-2.84
	-1.84
	  I(1)

	Gross Domestic Produuct Growth
	-1.23
	-3.97***
	
	-2.47
	-3.98**
	  I(1)

	Industry Value Added
	-2.54*
	-1.92*
	
	-0.78
	-4.52***

	  I(1)


Notes: ***, ** and * signify significance at 1%, 5% and 10% level respectively.
Source: Author’s Computations
[bookmark: _Toc524419763][bookmark: _Toc524421146][bookmark: _Toc524421389][bookmark: _Toc524767795][bookmark: _Hlk84926617]5.2 Estimation of Multivariate Models for the Countries
Following the determination of the stationary properties of the variables and the investigation of the long run relationship among the variables for the three (3) countries under study, the next step is to estimate the multivariate models for the respective countries. In this view, Toda-Yamamoto model (T-Y model) in the VAR framework, proposed by Toda and Yamamoto (1995) is the appropriate estimation method for Nigeria, Ghana and South Africa since they are I(1) variables in their respective models which can be accommodated in the T-Y estimation model. 
[bookmark: _Toc524419764][bookmark: _Toc524421147][bookmark: _Toc524421390][bookmark: _Toc524767796]5.3 VAR Lag Order Selection Criteria (Nigeria, Ghana and South Africa)
Table 7, 8, and Table 9.  Presents the VAR Lag Order Selection Criteria for both Nigeria Ghana and South Africa. As indicated in the table, the VAR lag order selection criteria show the optimal lag preference for Nigeria (6), Ghana (8) and South Africa (6) as identified by all available information criterion at the 5% significance level, namely Sequential Modified LR test statistic (LR), Final Prediction Error (FPE), Akaike Information Criterion (AIC), Schwarz Information Criterion (SIC) and Hannan-Quinn (HQ) information criterion. Thus, optimal lag employed in the Toda-Yamamoto multivariate models in appendix 6 and 7 and 8 is justified.  
[bookmark: _Toc524420416][bookmark: _Toc524420601]Table 7: VAR Lag Order Selection Criteria (Nigeria)
	
	
	
	
	
	
	

	 Lag
	LogL
	LR
	FPE
	AIC
	SC
	HQ

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	0
	-1133.978
	NA 
	 0.424280
	 16.16990
	 16.29538
	 16.22089

	1
	 135.7614
	 2413.405
	 1.07e-08
	-1.329949
	-0.451595
	-0.973016

	2
	 457.2701
	 583.7321
	 1.86e-10
	-5.379718
	 -3.748489*
	 -4.716843*

	3
	 466.4034
	 15.80513
	 2.75e-10
	-4.998629
	-2.614526
	-4.029812

	4
	 481.3896
	 24.65822
	 3.75e-10
	-4.700562
	-1.563583
	-3.425802

	5
	 568.8007
	 136.3861
	 1.85e-10
	-5.429797
	-1.539944
	-3.849095

	6
	 669.2496
	  148.1799*
	  7.63e-11*
	 -6.343966*
	-1.701238
	-4.457322

	7
	 680.9144
	 16.21485
	 1.13e-10
	-5.998785
	-0.603182
	-3.806199

	8
	 698.6001
	 23.07928
	 1.55e-10
	-5.739009
	 0.409469
	-3.240480

	
	
	
	
	
	
	

	
	
	
	
	
	
	


· indicates lag order selected by the criterion

[bookmark: _Toc524420417][bookmark: _Toc524420602] Table 8: VAR Lag Order Selection Criteria (Ghana)
	 Lag
	LogL
	LR
	FPE
	AIC
	SC
	HQ

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	0
	-1781.389
	NA 
	 4128.914
	 25.35303
	 25.47851
	 25.40402

	1
	-127.8468
	 3142.902
	 4.48e-07
	 2.409174
	 3.287528
	 2.766107

	2
	 150.7392
	 505.8014
	 1.44e-08
	-1.031762
	  0.599467*
	-0.368887

	3
	 161.0871
	 17.90710
	 2.09e-08
	-0.667903
	 1.716201
	 0.300915

	4
	 186.8762
	 42.43299
	 2.44e-08
	-0.523066
	 2.613913
	 0.751694

	5
	 397.8432
	 329.1684
	 2.09e-09
	-3.004868
	 0.884986
	-1.424166

	6
	 498.8033
	 148.9340
	 8.57e-10
	-3.926288
	 0.716441
	-2.039643

	7
	 528.9848
	 41.95448
	 9.73e-10
	-3.843756
	 1.551847
	-1.651170

	8
	 654.7118
	  164.0692*
	  2.90e-10*
	 -5.116479*
	 1.031999
	 -2.617950*

	
	
	
	
	
	
	


* indicates lag order selected by the criterion

[bookmark: _Toc524420418][bookmark: _Toc524420603]Table 9: VAR Lag Order Selection Criteria (South Africa)
	 Lag
	LogL
	LR
	FPE
	AIC
	SC
	HQ

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	0
	-1332.880
	NA 
	 7.127366
	 18.99120
	 19.11668
	 19.04219

	1
	 74.78371
	 2675.559
	 2.53e-08
	-0.465017
	 0.413337
	-0.108084

	2
	 350.6753
	 500.9096
	 8.45e-10
	-3.867735
	 -2.236506*
	-3.204860

	3
	 367.8095
	 29.65064
	 1.11e-09
	-3.600135
	-1.216031
	-2.631318

	4
	 392.2911
	 40.28184
	 1.33e-09
	-3.436754
	-0.299775
	-2.161994

	5
	 500.4479
	 168.7552
	 4.87e-10
	-4.460254
	-0.570400
	-2.879552

	6
	 646.4951
	  215.4456*
	  1.05e-10*
	 -6.021208*
	-1.378479
	 -4.134564*

	7
	 656.8960
	 14.45791
	 1.59e-10
	-5.658099
	-0.262496
	-3.465513

	8
	 670.1417
	 17.28518
	 2.33e-10
	-5.335343
	 0.813135
	-2.836814

	
	
	
	
	
	
	


* indicates lag order selected by the criterion

6.0 Granger Causality Test Results (Nigeria, Ghana, and South Africa)
The Toda-Yamamoto estimation model for Nigeria, Ghana and South Africa are presented and discussed, respectively.  The granger causality test results for Nigeria, Ghana and South Africa are presented in table 10. Among all variables, foreign direct investment granger causes carbon dioxide emissions in Nigeria, and credit provided by financial sector granger causes carbon dioxide emissions. In this regard, energy consumption granger causes carbon dioxide emissions in Nigeria, directly pointing to the country’s reliance on the hydrocarbon industry for fiscal sustenance. Similarly, carbon dioxide emissions granger causes industrial performance on one hand, as well as carbon dioxide emissions and output growth, measured by the growth rate of gross domestic product, on the other. However, there was no causality between credit to the private sector and carbon dioxide emission in Nigeria. This is in line with findings of   Chontanawat, et al. (2016), Wei, Xi, Jeibei and Yiyang (2021).
For Ghana, there is presence of unidirectional causality between gross domestic credit and carbon dioxide emissions, but the causation running from gross domestic product growth to carbon dioxide emissions was found to have stronger significance and more potent. Similar to the findings of Saibu and Jaiyesola. (2013), Sun, Zhou, and Zhang) (2011), Bowden and Payne (2009), Yu, et al. (2008).  In addition, there was a unidirectional causality between energy consumption and carbon dioxide emission in Ghana. For the other variables, there was no observed causality among carbon dioxide emissions, foreign direct investment, industrial performance, and financial development.
In the case of South Africa, none of the exogenous variable’s granger causes carbon dioxide emission. Similarly, carbon dioxide emissions do not granger cause any of the exogenous variables. This result further reinforces the omnipotent role of the country’s financial sector development and ensuing financing structure/arrangements in determining economic interactions and activities, with profound effects on the environmental quality in South Africa. This result is remarkably instructive and aptly confirms position of South Africa’s financial sector as some of the most dominant in the African continent.

Table 10: Granger Causality Test
	
	Null Hypothesis
	Chi-square
	P-Value
	Remark

	NIGERIA
	CO2 Emission does not granger cause FD
	2.37
	0.88
	No causality

	
	FD does not granger cause CO2 Emission
	17.6
	0.00
	Causality

	
	CO2 Emission does not granger cause IP
	18.7
	0.00
	Causality
Causality

	
	IP does not granger cause CO2 Emission
	29.4
	0.00
	

	
	CO2 Emission does not granger cause GDPg
	11.6
	0.00
	Causality
Causality

	
	GDPg does not granger cause CO2 Emission
	20.6
	0.00
	

	
	CO2 Emission does not granger cause FOS
	1.88
	0.92
	No causality

	
	FOS does not granger cause CO2 Emission
	12.5
	0.05
	Causality

	
	CO2 Emission does not granger cause FDI
	40.3
	0.00
	Causality

	
	FDI does not granger cause CO2 Emission
	2.85
	0.82
	No causality

	
	
	
	
	

	GHANA
	CO2 Emission does not granger cause FD
	5.62
	0.68
	No causality

	
	FD does not granger cause CO2 Emission
	3.62
	0.69
	

	
	CO2 Emission does not granger cause IP
	14.9
	0.05
	Causality
No Causality

	
	IP does not granger cause CO2 Emission
	4.44
	0.81
	

	
	CO2 Emission does not granger cause GDPg
	10.6
	0.22
	No causality Causality

	
	GDPg does not granger cause CO2 Emission
	17.4
	0.02
	

	
	CO2 Emission does not granger cause FOS
	7.34
	0.49
	No causality
Causality

	
	FOS does not granger cause CO2 Emission
	78.5
	0.00
	

	
	CO2 Emission does not granger cause FDI
	5.52
	0.70
	No causality

	
	FDI does not granger cause CO2 Emission
	3.62
	0.88
	

	

	S
O
U
T
H 

A
F
R
I
C
A
	CO2 Emission does not granger cause FD
	1.20
	0.97
	No causality

	
	FD does not granger cause CO2 Emission
	3.83
	0.69
	

	
	CO2 Emission does not granger cause IP
	2.22
	0.87
	No causality

	
	IP does not granger cause CO2 Emission
	0.91
	0.98
	

	
	CO2 Emission does not granger cause GDPg
	4.51
	0.60
	No causality

	
	GDPg does not granger cause CO2 Emission
	0.43
	0.99
	

	
	CO2 Emission does not granger cause FOS
	6.26
	0.48
	No causality

	
	FOS does not granger cause CO2 Emission
	4.22
	0.64
	

	
	CO2 Emission does not granger cause FDI
	5.52
	0.48
	No causality

	
	FDI does not granger cause CO2 Emission
	6.22
	0.29
	


Note: FDI=Foreign Direct Investment; FD=Financial Development; IP=Industrial Performance; CO2= CO2 Emissions; GDPg=GDP Growth Rate; FOS=Fossil Energy Consumption

6.1	    Impulse Responses of Carbon Dioxide Emissions to other Variables (Nigeria)

Figure 6 shows the impulse response function of the models for Nigeria that determine the response of a variable because of one standard deviation shock of other variables. The impulse response function (IRF) was considered through the generalized impulse response analysis of multiple graphs, and analytical asymptotic for the standard error. Similarly, the default of ten-period split is maintained to predict the impact of the shock on the concerned variable at each of the quarter periods. A shock of one standard deviation of almost all variables to themselves apart from carbon dioxide emissions and fossil fuel energy use leads negative adjustment in the short run up to the long run quarter period in Nigeria.
The response reveals that one shock in carbon dioxide discharge results to a negative change in fossil fuel energy use, foreign direct investments, domestic credit, and industrial performance over a certain period. The result further illustrates that fossil fuel energy use response negatively to carbon dioxide discharge from the short run to long run horizons. Similarly, foreign direct investments, financial progress, and industrial performance have decreased the capacity of carbon dioxide emissions from period of short to the long run. However, economic growth has increasing response on carbon dioxide explosion in Nigeria. These results are similar with the outcome of earlier studies (Sulaiman and Abdul-Rahim 2017; Qureshi, et al. 2016).  Their findings confirm the negative effect of these variables on carbon dioxide discharge. Thus, it is essential for government and policymakers to continue with enhance measures for mitigating the carbon dioxide discharge for environmental and economic sustainability.


Figure 6: Impulse Responses of Carbon Dioxide Emissions to other Variables (Nigeria)




6.2	 Forecast Error Variance Decomposition of Carbon Dioxide Emissions (Nigeria)

The relative importance of the shocks of each variable on variance of carbon dioxide emissions is presented as forecast error variance decomposition for Nigeria in table 11. Economic growth has the relative importance among the variables as its shocks explained 1.09% and 6.45% in the short run and long run of the ten quarter simulation periods. This followed by foreign direct investment whose shocks also explained about 4.32% of the variation in carbon dioxide emissions at quarter 10 of the simulation periods. Similarly, the result of forecast error variance decomposition of industrial performance shows 0.40% and 3.55% in the short run and long run horizon. Suggesting the importance of both gross domestic product growth, foreign direct investments, and industrial value addition as key determinants in explaining the variations in environmental quality (measured by carbon dioxide emissions) in Nigeria. True to expectation, the variance in carbon dioxide emissions like most macroeconomic variables, declined from its own past shocks, as expected over the forecast horizon. From the results, gross domestic product growth (6.45%), foreign direct investments (4.32%), industrial performance (3.55%), financial development (2.7%), and energy consumption (1.89%) explained marginal shocks in carbon dioxide emissions in the 10th quarter of the forecast horizon, are important in explaining variations in carbon dioxide emissions in Nigeria. Therefore, the hierarchical order for policymakers in mitigating carbon dioxide emission could begin with economic growth and foreign direct investments with greater emphasis followed by domestic credit. It is argued that increase in economic growth and foreign direct investments and energy utilisation accelerates the capacity of environmental pollution. This is consistent with studies conducted by Ohlan, 2015.


Table 11: Forecast Error Variance Decomposition of Carbon dioxide (CO2) Emissions (Nigeria)
	 Period
	S.E.
	Financial Development
	Foreign Direct investment
	Industrial
Performance
	GDP Growth
	Energy Consumption
	CO2 Emission

	 1
	 0.017293
	 0.000000
	 0.000000
	 0.000000
	 0.000000
	 0.000000
	 2.305781

	 2
	   0.035600 
	 0.026661
	 0.209376
	 0.274901
	 0.462561
	 0.014419
	 2.558611

	 3
	 0.053449
	 0.130021
	 0.502493
	 0.400334
	 1.094373
	 0.017800
	 2.478252

	 4
	 0.069670
	 0.337874
	 0.884249
	 0.518895
	 1.880686
	 0.036687
	 2.326168

	 5
	 0.084102
	 0.656631
	 1.355049
	 0.707105
	 2.778199
	 0.100539
	 2.187723

	 6
	    0.096992 
	 1.067563
	 1.906275
	 1.019524
	 3.723213
	 0.250181
	 2.084458

	 7
	   0.108701 
	 1.530064
	 2.514403
	 1.486074
	 4.631010
	 0.516958
	 2.014832

	 8
	 0.119555 
	 1.993569
	 3.144559
	 2.099516
	 5.419859
	 0.903539
	 1.970642

	 9
	 0.129783
	 2.412494
	 3.758030
	 2.813104
	 6.034067
	 1.379404
	 1.942964

	 10
	0.139515 
	 2.757018
	 4.320677
	 3.555495
	 6.454869
	 1.891985
	 1.924195

	
	
	
	
	
	
	
	


Source: Author’s Computations


6.3    Impulse Responses of Carbon Dioxide Emissions to other Variables (Ghana)
The impulse responses of carbon dioxide emissions to the shocks of other variables in the multivariate model of Nigeria are shown in figure 12. The shocks response of financial development, which is proxy by the credit provided by the financial sector, exerted a negative response on carbon dioxide emissions throughout the simulation periods. Similarly, foreign direct investment shocks exerted an immediate positive response in the 1st four quarters of the simulation periods before maintaining an almost steady response on carbon dioxide emissions for the rest of the simulation periods. The response of carbon dioxide emissions to industrial performance is moderately/slightly positive over the horizon. However, a positive shock in gross domestic product growth induced a slow and even response from carbon dioxide emissions. There was a sharp positive response of carbon dioxide emissions to fossil fuel energy consumption proxy by petroleum and other liquid energy consumption, up to the fourth quarter, before the response became sideways throughout the rest of the periods. The response of carbon dioxide emissions to itself was first positive, before declining asymptotically for the rest of the periods.Hence, the finding is confirmed by the outcome of the study by Ahad, 2018; Rasli and Zaman 2016 , that elavorates the nagetive linkage among the variables. 


Figure 7: Impulse Responses of Carbon Dioxide Emission to other Variables (Ghana)
Source: Author’s Computations

6.4	 Forecast Error Variance Decomposition of Carbon Dioxide Emissions (Ghana)

Table 12 indicates that in Ghana more than 10% forecast variance against carbon dioxide emissions for both short and long run quarter period among the determinants in the vector. Similarly, shocks in fossil fuel energy consumption is strongly endogenous to carbon dioxide and has the relative importance among the other variables in explaining the variation in carbon dioxide emissions in Ghana. The shocks in fossil fuel energy consumption accounted for 0.34% and 5.4% in the short run and long run in the simulation periods. Industrial performance, which explained 0.20% variation in carbon dioxide emissions in the short run account for 2.33% in the forecast errors of carbon dioxide emissions in the 10 quarter periods. The other variables, financial development (0.16%), gross domestic product growth (0.12%), and foreign direct investment (0.018%), explained relatively marginal variance in carbon dioxide emissions in the final quarter. From the result, fossil fuel energy consumption, industrial performance, and perhaps financial development, gross domestic product growth, and foreign direct investments are real determinants of carbon dioxide emissions. The finding is similar with the result reported by Sulaiman and Abdul-Rahim (2017); Eso and Keho 2016.  Therefore, the hierarchical order for policymakers in mitigating carbon dioxide emissions could start with foreign direct investments and industrial performance with greater emphasis followed by financial development. 

Table 12:  Forecast Error Variance Decomposition of Carbon Dioxide (CO2) Emissions (Ghana)
	 Period
	S.E.
	Financial Development
	Foreign Direct investment
	Industrial
Performance
	GDP Growth
	Energy Consumption
	CO2 Emission

	 1
	 0.055749
	 0.000000
	 0.000000
	 0.000000
	 0.000000
	 0.000000
	 1.066038

	 2
	 0.122041
	 0.003290
	 0.006795
	 0.045731
	 0.001062
	 0.041609
	 1.306589

	 3
	 0.200804
	 0.021054
	 0.005020
	 0.203138
	 0.000393
	 0.349270
	 1.585789

	 4
	 0.291229
	 0.050133
	 0.002540
	 0.446454
	 0.000224
	 0.944152
	 2.060043

	 5
	 0.393579
	 0.082872
	 0.001392
	 0.738479
	 0.001564
	 1.720597
	 2.709554

	 6
	 0.508732
	 0.113001
	 0.000958
	 1.053364
	 0.007995
	 2.567164
	 3.463935

	 7
	 0.637887
	 0.137033
	 0.001704
	 1.376179
	 0.022910
	 3.399720
	 4.225180

	 8
	 0.782388
	 0.153987
	 0.004610
	 1.699097
	 0.047630
	 4.166574
	 4.907766

	 9
	 0.943624
	 0.164506
	 0.010275
	 2.018118
	 0.081261
	 4.843448
	 5.462394

	 10
	 1.122978
	 0.169972
	 0.018679
	 2.330980
	 0.121520
	 5.425201
	 5.878238

	
	
	
	
	
	
	
	


Source: Author’s Computations

6.5: Impulse Response Function (South Africa)
The impulse response function of South Africa is presented in figure 8 which illustrates the results. The figure gives the description of carbon dioxide emissions reactions to the shocks or innovation in other variables in the South Africa multivariate model, being estimated. The response of carbon dioxide emissions to a positive shock in fossil fuel energy consumption is sluggish and negatively retarding. This response is also like the reaction of carbon dioxide emissions to shocks in financial development, foreign direct investment, and industrial performance. However, among all the variables, only shock in gross domestic product growth induced a positive response from carbon dioxide emissions, while response from carbon dioxide emissions to itself rose throughout the simulation periods. The result is consistent with the outcome of previous studies (Abbasi and  Riaz, 2016; Salahuddin and Gow, 2016). Thus, since credit provided by the financial sector and economic activities positively influence carbon dioxide explosion in South Africa policies should be focus on carbon dioxide emissions mitigation to enhance environmental quality.


Figure 8:  Impulse Responses of Carbon Dioxide Emission to other Variables (South Africa)
Source: Author’s Computation


6.6:   Forecast Error Variance Decomposition of Carbon Dioxide Emissions (South Africa)

Table 13 illustrates that in South Africa more than 50% forecast error variance against carbon dioxide emissions for both short and long run quarter period among the determinants in the vector. The highest percentage error emanates from its own shocks throughout the simulation periods. Apart from its own shocks, energy consumption shocks accounted for 0.47% and 9.82% of the total variations in carbon dioxide emissions in the first quarter of the simulation periods. Shocks in energy consumption has the highest relative importance in explaining the variance in carbon dioxide emissions. In the final period, the variables that provided explanations for variations in carbon dioxide emissions include energy consumption (9.82%), gross domestic product growth (1.8%), foreign direct investments (1.76%), financial development and industrial performance explained negligible variances in carbon dioxide emissions over the forecast horizon at only 0.77% and 0.18% respectively, in the 10th quarter. The overall outcome shows fossil fuel energy consumption and economic growth have the highest influence compared to other variables within the vector. The result is accordance with the findings of Salahuddin and  Gow (2016). Hence, the hierarchical order for policymakers in mitigating carbon dioxide emission could consider energy consumption and growth performance with greater emphasis followed by industrial performance and financial development. 

Table 13: Forecast Error Variance Decomposition of Carbon Dioxide Emission (South Africa)

	 Period
	S.E.
	Financial Development
	Foreign Direct investment
	Industrial
Performance
	GDP Growth
	Energy Consumption
	CO2 Emission

	 1
	 0.107127
	 0.000000
	 0.000000
	 0.000000
	 0.000000
	 0.000000
	 0.688463

	 2
	 0.222840
	 0.011167
	 0.006041
	 2.44E-08
	 0.139022
	 0.046957
	 0.861407

	 3
	 0.334856
	 0.054167
	 0.075193
	 0.000278
	 0.337156
	 0.470853
	 0.946721

	 4
	 0.438328
	 0.143495
	 0.228004
	 0.000193
	 0.592513
	 1.479545
	 0.974004

	 5
	 0.533910
	 0.267021
	 0.446831
	 0.001269
	 0.873247
	 2.941035
	 0.985112

	 6
	 0.623094
	 0.400762
	 0.705153
	 0.009158
	 1.149434
	 4.590920
	 1.000206

	 7
	 0.706912
	 0.524741
	 0.979714
	 0.030256
	 1.392667
	 6.201703
	 1.023889

	 8
	 0.785922
	 0.628753
	 1.253653
	 0.067875
	 1.585971
	 7.638882
	 1.053432

	 9
	 0.860421
	 0.710323
	 1.516308
	 0.120934
	 1.724933
	 8.848481
	 1.084235

	 10
	 0.930618
	 0.771301
	 1.761510
	 0.185017
	 1.814913
	 9.827688
	 1.112521


Source: Author’s Computation
7.0: Post Estimation Checks

The post estimation diagnostic tests such as the serial correlation, normality of the residuals and Heteroskedasticity tests have been conducted to ensure the model is free from such econometric problems for the reliability of the estimated model. Table 14 indicates that the estimated model for Nigeria, Ghana and South Africa has no problems of serial correlation; Heteroskedasticity and the residual are normally distributed.

Table 14:    Post Estimation Tests
	Test
	Statistics
	Prob.

	Nigeria
	
	

	VEC Residual serial correlation 
	13.479
	0.970

	VEC Residual Heteroskedasticity 
	295.35
	0.915

	VEC Residual Normality (Jarque-Bera)
	11.869
	0.293

	Ghana
	
	

	VEC Residual serial correlation 
	20.153
	0.738

	VEC Residual Heteroskedasticity 
	167.24
	0.516

	VEC Residual Normality (Jarque-Bera)
	0.4795
	0.786

	South Africa
	
	

	VEC Residual serial correlation 
	25.974
	0.408

	VEC Residual Heteroskedasticity 
	199.61
	0.150

	VEC Residual Normality (Jarque-Bera)
	6.1196
	0.805



8.0:	Conclusion
The study examines the transmission channel of the fossil fuel energy consumption and carbon dioxide emissions nexus in three largest economies in sub-Saharan African countries, including other key control variables, namely foreign direct investment, financial development (proxy by financial sector credit to the private sector as a % of gross domestic product), industrial performance (measured by industry value added as a % of gross domestic product) and output growth. The analysis was conducted for Ghana, Nigeria, and South Africa, within a multivariate modelling framework, using quarterly time series data from 1980Q1 to 2017Q1.
The Augmented Dickey-Fuller (ADF) unit root test was employed to conduct the stationarity status of the variables used in this study. The results showed the existence of both I I(1) variables for Nigeria, Ghana, and South Africa. Based on the nature and order of variable integration/ stationarity, as well as existence of cointegrating long run relationships, the Toda-Yamamoto model within a VAR framework is considered the appropriate estimation method for Nigeria, Ghana, and South Africa.
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Appendix 1. Descriptive statistics
Nigeria


Figure 3: Descriptive statistic chart for Nigeria
Ghana


Figure 4: Descriptive statistic chart for Ghana







South Africa


Figure 5: Descriptive statistic chart for South Africa

















Appendix 2: Trends of Data Employed
Ghana
Carbon dioxide emissions (per-capita)                      Domestic credit (% of GDP)



    Foreign direct investment (% of GDP)                             Fossil fuel energy use (% of total)



   Gross domestic product (per-capita)                        Industrial value (% of GDP)



Figure 6: Ghana trend analysis



Nigeria
Carbon dioxide emissions (per-capita)                       Domestic credit (% of GDP)



      Foreign direct investment (% of GDP)                             Fossil fuel energy use (% of total)



         Gross domestic product (per-capita)                        Industrial value (% of GDP)



Figure 7: Nigeria trend analysis
South Africa
Carbon dioxide emissions (per-capita)                       Domestic credit (% of GDP)



          Foreign direct investment (% of GDP)                             Fossil fuel energy use (% of total)



         Gross domestic product (per-capita)                       Industrial value (% of GDP)



Figure 8: South Africa trend analysis
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