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Integrating pressure gain combustion into gas turbine engine combustors has potential
to increase engine efficiency. Pressure fluctuations from pressure gain combustion are
detrimental to turbine performance. Designing the turbine for pulsing flow conditions is
an important step toward integration of pressure gain combustion into gas turbine engines.
A particle swarm optimization method is used to develop a better geometry for a turbine
driven by pulsing flow. NACA airfoils are used to specify the turbine geometry and STAR-
CCM+ is used to run the fluid dynamics simulations and determine the turbine efficiency.
The optimization increased the efficiency of the turbine from 0.814 to 0.915. This increase
in efficiency occurs because the entropy in the blade wake is decreased.

I. Introduction

Pressure gain combustion (PGC) shows potential to increase the efficiency of conventional gas turbine
engines (GTEs) if used in place of the steady combustor. PGC is a form of combustion that causes an overall
pressure rise through the combustor. One example of a PGC system is a pulse detonation engine (PDE).
PDEs are comprised of one or more tubes and the detonation in any tube travels from the point of ignition
down the tube. The general PDE cycle is shown in Figure 1. First, fuel and air are injected into the tube.
Second, the fuel/air mixture is ignited and transitions to a detonation, which propagates down the tube.
Blow down is the formation of rarefaction waves behind the detonation and serves to expel some of the
combustion products from the tube. Third, air is injected into the tube to push the remaining combustion
products out. The cycle is then repeated. PDEs currently operate at frequencies of 5 to 40 Hz.
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Figure 1: Pulse detonation engine cycle.

The issue with using PGC in GTEs is the pressure fluctuations created by PGC at the turbine inlet.
In the case of the PDE cycle, there is a high pressure spike that occurs with the detonation, periods of
lower pressure during fill and blow down, and periods of no flow during the transitions. Depending on the
PGC system, the pressure fluctuations can range from small to large amplitudes and the interaction of these
fluctuations with the turbine is not well understood. Determining how to design turbine blades to be driven
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by pulsing flow would be a significant contribution to the effort of integrating PGC into GTEs. Optimization
methods can be used to investigate the design space for integration of PGC into GTEs.

II. Previous Work

Many researchers have considered the effect of pulsing flow on turbine performance, but there has not
yet been a concerted effort to design a turbine for pulsing flow. This section reviews the work done by
other researchers with respect to PGC/GTE integration. I present research that demonstrates the potential
performance improvements of using PGC and also consider the motivations for designing a turbine for pulsing
flow.

Hutchins and Metghalchi1 used the Humphrey Cycle to approximate PGC/GTE integration. They
showed that the Humphrey Cycle was between 4 to 12% more efficient than the Brayton cycle, depending
on the compression ratio. This increase in performance was also demonstrated experimentally by Rasheed
et. al .2 They used PDEs to drive a turbine and demonstrated an efficiency increase of 4 percentage points
from steady state operation.

Kaemming3 demonstrated that PGC has the potential to improve the propulsive efficiency of aircraft.
His analysis compared a turbo-ramjet engine with a PDE, which is a form of PGC. Using a PDE instead
of a turbo-ramjet engine resulted in an 11% to 21% improved takeoff gross weight, a lower specific fuel
consumption, and a 4% reduction in life cycle cost. He emphasized the need to design the aircraft to
capitalize on the strengths of PGC technology to overcome the weaknesses. While his paper did not consider
PGC/turbine interaction, it does demonstrate the potential benefits of using PGC and underscores the
importance of designing the system to most effectively use PGC.

Goldmeer et. al4 used a quasi-unsteady transfer function model to estimate the performance of a hybrid
PGC/turbine system. They demonstrated that the hybrid PGC/turbine system efficiency was about 8%
more than the efficiency of the Brayton cycle. They observed that with PGC the turbine will be operating
at high efficiency for part of the cycle, but for most of the cycle the turbine will be operating under less than
optimal conditions. Normally a turbine is designed for one operating condition. The wide range of operating
conditions further illustrates the need to design a turbine to operate more efficiently over a wider range of
the PGC operation.

III. Methodology

The three main parts of this project included defining the blade geometry, importing the geometry into
a CFD package, and linking the CFD to an optimization routine.

A. Blade Geometry

The original blade geometry was defined with 201 points around the profile of the blade. Since I am doing 2D
simulations, this would be 402 variables. To decrease the number of input variables I decided to use NACA
airfoils to define the geometry. NACA airfoils can be defined with 4 variables, which are the maximum
camber, the maximum camber position, the maximum thickness, and the angle of rotation. A plot of the
original airfoils and sample NACA airfoils is shown in Figure 2. The blade on the left is the nozzle guide
vane (NGV) and is stationary. The blade on the right is the rotor and is the one that moves. One major
disadvantage of NACA airfoils is the lack of a rounded trailing edge. This is something that should be
considered in future work, but will not drastically affect the results of the 2D simulations.

B. Generate CFD Simulation

The second step of this project was to import the geometry into a computational fluid dynamics (CFD)
package. I used STAR-CCM+ to obtain flow solutions for the turbine. To use the simulations as a function
call in an optimization routine I needed to develop a method to automatically generate and run the simula-
tions. I developed a Java code for STAR-CCM+ that reads in blade geometry, meshes the geometry, runs
the simulation, and writes the needed results to an output file.

In CFD simulations it is important to ensure the mesh is an appropriate size for an accurate solution.
This is referred to as grid convergence. The idea is to make the mesh small enough that the solution will not
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Figure 2: Original airfoils and airfoils generated with NACA parameters.

change with further refinements to the mesh. Performing a mesh convergence study is important to find a
balance between computational accuracy and computational time. An accurate solution is desired, but fine
meshes result in increased computation time. The mesh convergence study was performed on several mesh
sizes and is shown in Figure 3. Steady simulations were used instead of time-accurate simulations for the
mesh convergence study for decreased solving time.
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Figure 3: Mesh convergence study.

From the plot in Figure 3, I observed that the solution started to converge at a mesh base size of 0.0005 m.
While a mesh size of 0.00025 m is a better mesh and is closer to the converged value, having a mesh base
size of 0.0005 m only introduces a small error from the converged value and will require less computational
time. From these observations I decided to use a mesh base size of 0.0005 m.

The time-step for time-accurate simulations also needs to be small enough so the solution is independent
of the time-step size. The time-step convergence study is shown in Figure 4 and shows the simulation is not
sensitive to the time-step size. Because there is not a clear time-step size to use, I decided to use a time-step
of 2 × 10−6 seconds based on recommendations in the STAR-CCM+ user manual.

C. Link CFD Simulation with an Optimization Package

The third step of this project was linking STAR-CCM+ with an optimization routine. I developed an
objective function in Python with the following components.

1. Accept NACA airfoil inputs, which include maximum camber, maximum camber position, maximum
thickness, and angle of rotation, for both NGV and rotor.
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Figure 4: Time step convergence study.

2. Generate the airfoils for the NGV and rotor and write them to a .estg file.

3. Make a command line call to start STAR-CCM+ and run the Java code which reads in the .estg file,
meshes the geometry, runs the simulation, and writes the appropriate output files.

4. Read the output files from the CFD and compute the objective, which is the efficiency.

The objective function was then linked with the ALPSO algorithm in the Python pyOpt package to perform
the optimization. A gradient-free method was chosen because the simulations were not accurate enough to
provide reliable gradients.

The optimization problem is summarized as

Minimize − η

with respect to MNGV , PNGV , δNGV , θNGV ,

Mrotor, Protor, δrotor, θrotor

subject to 0 ≤ η ≤ 1

where M is the maximum camber, P is the maximum camber position, δ is the maximum thickness, and
θ is the rotation. The objective is the negative of the efficiency value and the constraint is to ensure the
efficiency does not become infeasible. The upper and lower bounds for each of the 8 design variables are
summarized in Table 1.

Table 1: Upper and lower bounds for the design variables.

Design Variable Lower Bound Upper Bound

MNGV 0 20

PNGV 20 40

δNGV 5 25

θNGV 0 60

Mrotor 0 20

Protor 20 40

δrotor 5 25

θrotor 0 60
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IV. Results and Discussion

A. Steady Optimization

I performed an optimization using steady simulations first. In these simulations the inlet pressure was
maintained at a constant value. The results from this optimization are summarized in Table 2. Entropy
contour plots from the original geometry and optimized geometry are shown in Figures 5 and 6. These
figures show that the increase in efficiency is due to a decrease in the entropy in the wake. The color bars in
both figures have the same limits to make comparing the plots easier. The wake entropy of the optimized
geometry is much less than the wake entropy of the original geometry.

Table 2: Comparison of efficiency results from steady 2D simulations for the original geometry and opti-
mized geometry.

Simulation Geometry Efficiency

Original geometry 0.815

Generated NACA airfoils 0.942

Figure 5: Entropy contours for a 2D simulation of the original geometry.

B. Pulsing Optimization

After the steady optimization, I performed an optimization using pulsing simulations. In these simulations
the inlet pressure was specified as a sinusoidal pulse with an amplitude of 24 kPa, a mean value of 207 kPa,
and a frequency of 10 Hz. The optimized results showed an increase in efficiency of about 0.1. The results
from the original geometry and optimized geometry are summarized in Table 3. Entropy contour plots from
the two different simulations are shown in Figures 7 and 8. Like the steady simulations, these figures show
that the increase in efficiency is due to a decrease in the entropy in the wake. Again, both the color bars
have the same limits to make comparing the plots easier. The wake entropy of the optimized geometry is
much less than the wake entropy of the original geometry.

The entropy decrease is most drastic for the rotor. The reasons for this include the blade angle and the
blade thickness. The optimized rotor geometry is turned into the oncoming flow. This is hard to see from
the entropy contour plots, but imagine the rotor moving upward. This decreases the frontal area of the blade
seen by the flow. Additionally, the blade is thinner, which also decreases the frontal area. These decreases
in frontal area result in a smaller wake region with smaller vortices and, thereby, lower entropy.

The entropy increases for the NGV. This increase is a result of the thicker optimized NGV geometry and
the greater turning angle. The optimized NGV turns the flow a greater amount from the axial direction
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Figure 6: Entropy contours for a 2D simulation of the optimized geometry.

Table 3: Comparison of pulsing 2D simulations results from the original geometry and optimized geometry.

Simulation Geometry Efficiency

Original geometry 0.814

Generated NACA airfoils 0.915

Figure 7: Entropy contours for a time step from the pulsing simulation with the original geometry.
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Figure 8: Entropy contours for a time step from the pulsing simulation with the optimized geometry.

than the original geometry. Greater turning means there is more chance for separation and entropy to occur.
Basic turbine design principles show that greater turning results in a higher efficiency. In this case the greater
turning is a positive outcome of the optimization, but the thicker blade geometry is not necessarily a positive
outcome. Theoretically the same turning could be achieved with a thinner blade. A thinner blade geometry
might not have been achieved since the ALPSO optimization algorithm used has a random element for the
solution.

C. Blade Angle Comparison

In turbo-machinery, one of the basic principles is that better performance can be achieved by a greater
amount of turning. Turning is the change in flow angle of the air. Consequently, it is better to have higher
exit angles for the NGV or rotor. This expected result is also demonstrated in my results as seen in Table 4.

Table 4: Optimized exit angles (in degrees) for the NGV and rotor using velocity triangles and CFD.

Model NGV Rotor

Original Geometry 50 50

Velocity Triangles 53.72 55.51

Steady 2D CFD 67 57

Pulsing 2D CFD 63 53

An optimization of the blade angles was conducted with a velocity triangle model. Velocity triangles are
used in turbine blade design to obtain a 1-dimensional approximation of the blade shape. The result from this
optimization problem is shown in Table 4 for comparison to the original geometry and CFD optimization.

The CFD optimization yields the highest exit angles. The original geometry has an exit angle of 50 degrees
for both the rotor and NGV. The velocity triangle model yields exit angles that are greater than the initial
geometry, but lower than the CFD optimization exit angles. The velocity triangle model assumes a constant
axial velocity and does not account for changes in density. The CFD model is more accurate because it
handles all these additional factors. The exit angles are very comparable between the different methods and
are the most similar for the rotor.

D. Comparison of Steady and Pulsing Optimization

The inputs for both simulations were based on experimentally measured values. Consider the efficiency values
for the original geometry in Tables 2 and 3. The efficiency of the steady and pulsing simulations differs by
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only 0.001, while the experimental difference is 0.059. I attribute this difference in results to 3-dimensional
effects. The simulation is only 2-dimensional and, therefore, does not capture all of the flow physics.

It is significant that both the steady and pulsing optimization yield similar blade shapes. Since the
difference in performance between the steady and pulsing 2D simulations is not great, I would expect the
optimized results to be similar. This is indeed the case, although the result is not the same because the
particle swarm optimization method used does include a random component.

E. Future Work

There are four main areas for future work on this project to both expand the scope and improve the results.
First, structural constraints need to be added to the optimization. Bounds were set on the blade thickness,
but, as shown in Figure 8, the blade geometry can become quite thin. The second area is to refine the blade
geometry. Turbine airfoils are not conventionally designed with NACA airfoils, so it would be advantageous
to align the optimization design methods with the conventional methods. Third, implementing a surrogate
model optimization method would decrease the necessary solving time and increase the accuracy. Each
pulsing simulation requires 6 hours to solve. A surrogate model would decrease the number of function calls
and allow a gradient-based method to be used to find the minimum of the surrogate model. Fourth, 3D
blade optimization will expand and improve the accuracy of the results. The 2D simulations ignore the 3D
flow effects and, therefore, are less accurate. Improving the optimization problem in these four areas will
result in a better solution.

V. Conclusion

Optimizing turbine blade geometry for pulsing flow increases the turbine efficiency. The increase in
turbine efficiency is a result of decreased entropy in the wake of the blades. This decrease in entropy is most
drastic in the rotor and is most likely due to the decreased thickness of the blade. The optimized exit angles
for the NGV and rotor are greater than the original exit angles. This agrees with the basic turbo-machinery
principle that greater turning results in better performance. The blade design and optimization can be
improved by implementing a structural model, refining the blade geometry definition, using a surrogate
model to decrease the number of function calls, and developing a 3D model of pulsing flow through a
turbine.
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