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1 NAO 2 DoFs condition

Table 1 summarizes the hyperparameters for the NAO
2 DoFs condition.

Table 1 The hyperparameters used for the NAO 2 DoFs
condition.

Hyperparameter Value

Actor learning rate 10−3.13222995118297

Critic learning rate 10−2.3135087887161

Exploration rate 0.476312959702095
Discount factor 0.778296920609735
Zeta −2.18754676532747
Initial variance 1.47012001149771
Actor: # of hidden layers 2
Actor: # of neurons on 1st layer 40
Actor: # of Neurons on 2nd layer 70
Actor: Activation function ReLu
Critic: # of hidden layers 3
Critic: # of neurons on 1st layer 50
Critic: # of Neurons on 2nd layer 35
Critic: # of Neurons on 3rd layer 35
Critic: Activation function Softplus

Figure 1 shows the distance distribution of the
starting position and goals of the datasets used for the
NAO 2 DoFs condition.

2 NAO 4 DoFs condition

Table 2 summarizes the hyperparameters for the NAO
4 DoFs condition.
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Fig. 1 Distance distribution of the data set used for the NAO
2 DoFs condition.

Table 2 The hyperparameters used for the NAO 4 DoFs
condition.

Hyperparameter Value

Actor learning rate 10−3.56903673957811

Critic learning rate 10−2.47908385912353

Exploration rate 0.270347209582103
Discount factor 0.808715369645239
Zeta −1.56020796043399
Initial variance 2.03981318955125
Actor: # of hidden layers 2
Actor: # of neurons on 1st layer 60
Actor: # of Neurons on 2nd layer 75
Actor: Activation function ReLu
Critic: # of hidden layers 1
Critic: # of neurons on 1st layer 30
Critic: Activation function Softplus
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2 Effect of Feedback Frequency in IRL Performance

Figure 2 shows the distance distribution of the
starting position and goals of the datasets used for the
NAO 4 DoFs condition.
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Fig. 2 Distance distribution of the data set used for the NAO
4 DoFs condition.

Figure 3 shows the evolution of the Positioning
Error, Positioning Speed, and Failure Rate for the NAO
4 DoFs experiment shown in log scale. The dashed line
in the Positioning Error subfigure indicates when the
agents reached the Goal Zone Radius (GZR). The hor-
izontal dashed lines in the Positioning Speed subfigure
indicate the range of speed possible. The circle indicates
the best performance for the corresponding L value.

3 KUKA 2 DoFs condition

Table 3 summarizes the hyperparameters for the KUKA
2 DoFs condition.

Table 3 The hyperparameters used for the KUKA 2 DoFs
condition.

Hyperparameter Value

Actor learning rate 10−3.26970612771937

Critic learning rate 10−3.40694296363931

Exploration rate 0.728667095687655
Discount factor 0.961283498715382
Zeta −1.39245916474946
Initial variance 2.26159240118993
Actor: # of hidden layers 2
Actor: # of neurons on 1st layer 40
Actor: # of Neurons on 2nd layer 50
Actor: Activation function ReLu
Critic: # of hidden layers 1
Critic: # of neurons on 1st layer 50
Critic: Activation function ReLu
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Fig. 3 Evolution of the Positioning Error, Positioning Speed and
Failure Rate for the NAO 4 DoFs experiment shown in log scale.
The circle indicates the best performance for the corresponding
L value. The blue arrows show the number of environment steps
needed for the fastest L agents to reach 75, 50, 25, 10 and 5%
failure rate.

Figure 4 shows the distance distribution of the
starting position and goals of the datasets used for the
KUKA 2 DoFs condition.
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Fig. 4 Distance distribution of the data set used for the KUKA
2 DoFs condition.

4 KUKA 4 DoFs condition

Table 4 summarizes the hyperparameters for the KUKA
4 DoFs condition.

Table 4 The hyperparameters used for the KUKA 4 DoFs
condition.

Hyperparameter Value

Actor learning rate 10−3.7412609002014

Critic learning rate 10−4.06033371982199

Exploration rate 0.401488943238726
Discount factor 0.97740103054431
Zeta −2.63270971445589
Initial variance 1.49692672003067
Actor: # of hidden layers 3
Actor: # of neurons on 1st layer 120
Actor: # of Neurons on 2nd layer 90
Actor: # of Neurons on 3rd layer 60
Actor: Activation function ReLu
Critic: # of hidden layers 3
Critic: # of neurons on 1st layer 100
Critic: # of Neurons on 2nd layer 90
Critic: # of Neurons on 3rd layer 80
Critic: Activation function ReLu

Figure 5 shows the distance distribution of the
starting position and goals of the datasets used for the
KUKA 4 DoFs condition.

5 KUKA 7 DoFs condition

Table 5 summarizes the hyperparameters for the KUKA
7 DoFs condition.

Figure 6 shows the distance distribution of the
starting position and goals of the datasets used for the
KUKA 7 DoFs condition.
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Fig. 5 Distance distribution of the data set used for the KUKA
4 DoFs condition.

Table 5 The hyperparameters used for the KUKA 7 DoFs
condition.

Hyperparameter Value

Actor learning rate 10−4.12762141449049

Critic learning rate 10−3.00341554364397

Exploration rate 0.343936495522709
Discount factor 0.835172748363745
Zeta −1.93218433426453
Initial variance 1.49663771483118
Actor: # of hidden layers 3
Actor: # of neurons on 1st layer 100
Actor: # of Neurons on 2nd layer 95
Actor: # of Neurons on 3rd layer 30
Actor: Activation function ReLu
Critic: # of hidden layers 1
Critic: # of neurons on 1st layer 60
Critic: Activation function Softplus
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Fig. 6 Distance distribution of the data set used for the KUKA
7 DoFs condition.



4 Effect of Feedback Frequency in IRL Performance

Figure 7 shows the evolution of the Positioning
Error, Positioning Speed, and Failure Rate for the
KUKA 7 DoFs experiment shown in log scale. The
dashed line in the Positioning Error subfigure indicates
when the agents reached the Goal Zone Radius (GZR).
The horizontal dashed lines in the Positioning Speed
subfigure indicate the range of speed possible. The circle
indicates the best performance for the corresponding
L value.
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Fig. 7 Evolution of the Positioning Error, Positioning Speed and
Failure Rate for the KUKA 7 DoFs experiment shown in log scale.
The circle indicates the best performance for the corresponding
L value. The blue arrows show the number of environment steps
needed for the fastest L agents to reach 75, 50, 25, 10 and 5%
failure rate.
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