[bookmark: _Toc400111614]Appendix S2. DEB model calibration
[bookmark: Sensitivity_analysis][bookmark: Model_calibration]Parameters estimations were performed using the GNU MCSim software (Bois and Maszle, 1997), which is a program for the statistical analysis of Bayesian hierarchical models by Markov Chain Monte Carlo (MCMC) (Plummer, 2003). The initial parameters’ distributions were chosen according to the literature (Augustine et al., 2011) and authors’ expert opinion (Table S4). A positive truncated normal distributions was chosen for biological parameters and a coefficient of variation of 30% was applied to these values except for the initial energy reserve in an egg (E0) for witch a coefficient of variation of 10% was applied. Parameters for which less information was available were distributed according to a non-informative uniform distribution. 1,000,000 iterations were performed on three independent MCMC chains. Chains’ convergences were assessed using the Gelman and Rubin (1992) convergence statistic modified by Brooks and Gelman (1998). The Arrhenius temperature and the reference temperature parameters were fixed according to the literature  (Augustine et al., 2011). The f parameter was fitted for every experiment. As available reproduction data did not allow a relevant fit for lp, this parameter was fixed to an arbitrary biologically relevant value according to the literature (Eaton and Farley, 1974; Lawrence et al., 2012). The data observation process is supposed distributed according to a normal distribution.


Table A. Prior and posterior distributions of the parameters of the DEB model.
	Parameter
	Prior 
	Posterior (mean±SD)

	TA (K)
	3000
	3000

	TR (K)
	293
	293

	δ (−)
	N(0.132, 0.04) T [0, 1]
	0.20 ± 0.01

	α (−)
	U [0, 1]
	0.84 ± 0.05

	 (J d−1 mm−2)
	N (2.5, 0.75) T ]0, +∞]
	4.72 ± 0.32

	ν (mm d−1)
	N (0.278, 0.084) T ]0, +∞]
	0.60 ± 0.06

	κ (−)
	N(0.4366, 0.13) T ]0, +∞]
	0.70  ± 0.06

	f (−)
	U [0, 1]
	For each experiment

	lb (−)
	N(0.075, 0.0022) T [0, 1]
	0.079 ± 0.002

	 (-)
	N (0.225, 0.045) T [0, 1]
	0.084 ± 0.01

	lp (−)
	0.58
	0.58

	[p˙M ] (J d−1 mm−3)
	N (0.5009, 0.15) T ]0, +∞]
	0.44 ± 0.05

	[EG] (J mm−3)
	N (4.652, 1.36) T ]0, +∞]
	2.35 ± 0.35

	RM (# h−1)
	N (240, 72) T ]0, +∞]
	406.0 ± 39

	E0 (J)
	N(1.67, 0.167) T ]0, +∞]
	1.25 ± 0.17

	 (-)
	U [0, 1]
	0.92 ± 0.02


The normal distribution of mean µ and standard deviation σ is noted N (µ, σ), and the uniform distribution between a and b is noted U [a, b]. T]c, d] denotes an interval censoring between c (excluded) and d. lb, lf , and lp are scaled length parameters. lp was fixed according to the literature.
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