Why did your company decide to migrate? Why did your compnnym

agility

availability
availability
complexity
complexity
complexity
complexity
complexity

cost

cost

cost

cost

cost

cost

cost

cost

deployability
deployability
deployability
deployability
deployability
deployability
deployability
deployability
deployability
deployability
deployability
deployability
maintenance_effort
fault_tolerance
fault_tolerance
fault_tolerance
fault_tolerance
fault_tolerance
large_codebase
large_codebase
legacy

legacy
maintainability
maintainability
maintainability
maintainability
maintainability
maintainability
maintainability
maintainability
maintainability
maintainability
maintainability
maintainability
maintainability
maintainability
maintainability
maintainability
maintainability
maintainability
maintainability
market_demand
modifiability
modifiability
modularity
modularity
modularity
modularity
modularity
modularity
performance
resource_utilization
resource_utilization
reusability
reusability
reusability
scalability
scalability
scalability
scalability
scalability
team_organization
team_organization
team_organization
team_organization
team_organization
team_organization
team_organization
team_organization
team_organization
team_organization
team_organization
technology_experimentation
testability
time_to_market
willingness.
willingness
willingness
willingness
willingness
willingness

agility
maintenance_effort
market_demand
performance
technology_experiment
testability
time_to_market
availability
large_codebase
legacy

modifiability
resource_utilization
reusability
complexity
fault_tolerance
scalability
modularity
willingness

cost
team_organization
deployability
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12
19

Grand Total

97

METRICS_BEFOR METRICS_BEFORE

#bugs #dependencies between teams
#bugs #feature blocked

#bugs #microservices

#bugs #patterns_adopted

#bugs #requests

#bugs #user stories done per sprint
#bugs changeability

#bugs code coverage

#bugs consumption

#bugs cost

#bugs coupling

#bugs data management

#bugs development

#bugs development costs

#bugs downtime

#bugs effort per user story

#dependencies k feature priorities

#effort defects
#effort defects

#feature blocked lead time

#microservices

#patterns_adopt none

#requests

#user stories dor roadmap

Loc service responsibilities
Loc team alignment

Loc testability

Velocity time to release

impact of failures
infrastructure costs

maintenance cost

profitability

COUNTA of METRICS_BEFORE

METRICS_AFTER METRICS_AFTER

Which other fact Which other factors or measures should be considered?  KeelVl\jyNcIA"Y

#bugs #effort defects #access to datab #access to database
#bugs #feature blockec #bugs #bugs

#bugs #services accepti #user stories per #user stories per sprint
#bugs change frequenc inde i in

#bugs complexity in ter cost of deployme cost of deployment
#bugs cost costs costs

#bugs data complexity data managemer deployment frequency
#bugs delivery time data managemer development independence
#bugs development deployment freq downtime

#bugs development cot development ind effort per user story
#bugs downtime downtime effort to solve fault
#bugs effort effort per user st employee morale

#effort defects infrastructure co
#feature blockec maintainability
#services accepti none
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effort to solve fa fault solving effort
employee moral issue management
fault solving effo memory consumption
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change frequenc user downtime
change frequenc #effort defects
change frequenc delivery time

Loc performance issue manageme reliability of deployment
Loc Loc maintenance reliance
change frequenc response time maintenance time-to-market
complexity time to release memory consum data management
complexity extensibility monitoring maintenance
complexity memory consum monitoring monitoring
complexity scalability reliability of depl scalability
complexity velocity reliance verifiability
complexity maintenance_ef scalability Grand Total
complexity complexity scalability

i #bugs 12 time-to-market
complexity Grand Total 66 verifiability
complexity in terms of interaction between services verifiability
cost
data complexity
delivery time

changeability
code coverage

deployment frequency
maintainability

D OWWWWRWRNRNRNNNNNERR R BB RBRRRRERRRERERRRRRRRRRR B B BB BB

complexity memory consumption

complexity system requirements

complexity change frequency

complexity extensibility

complexity Loc

complexity performance

complexity scalability

complexity response time

complexity Velocity

complexity maintenance_effort 10
consumption complexity 11
cost #bugs 16
coupling Grand Total 107
data management

delivery time

delivery time

deployment frequency

deployment frequency

development

development costs

maintenance_effort
maintenance_effort
maintenance_effort
maintenance_effort
maintenance_effort

maintenance_effort
maintenance_effort

downtime

effort per user story

extensibility
extensibility
extensibility

feature priorities

impact of failures

infrastructure costs

lead time
maintainability
maintainability

maintenance cost
maintenance_effort
maintenance_effort

maintenance_effort
memory consumption
memory consumption

none
performance
performance
performance
profitability
velocity
velocity
response time
response time
response time
response time
response time
response time
roadmap
scalability
scalability
scalability

service responsibilities
system requirements
system requirements

team alignment

technology independence

technology independence

testability
time to release
user downtime
velocity
velocity
velocity

development
development costs
maintenance_effort
maintenance_effort
maintenance_effort
maintenance_effort
maintenance_effort
downtime

effort

extensibility
extensibility
extensibility
infrastructure costs
maintainability
maintenance_effort
maintenance_effort
memory consumption
memory consumption
memory consumption
none

performance
velocity

response time
response time
scalability
scalability
scalability
scalability
scalability

time to release
time to release
velocity

velocity

velocity

velocity

How easy is the set of factors and meas. How easy is the {€elU\IFNC 1]

0 0 10
1 41
Grand Total 51
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Is there any mea Is there any measure that is not easy to collect? COUNTA of Is the

automation relat automation related metrics 1
availability business 1
availability continuous delivery 1
benchmark data cpu data 1
benchmark data effort 1
business effort of migration 1
complexity impact of programming language 1
complexity legal aspects 1
complexity maintainability 1
complexity meantime to recover 1
complexity none 1
complexity process related metrics 1
continuous deliv: reusability 1
cpu data security 1
effort team dependency 1
effort of migratic availability 2
impact of progra benchmark data 2
legal aspects response time 2
maintainability testability 2

to rec_complexity 6

none Grand Total 29
process related metrics

response time

response time

reusability

security

team dependency

testability

testability



