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1 Introduction

This supplement provides the proof of Theorem 1. We also establish the consistency of

the MLEs of the simple gamma-process model and the gamma-process model with random

effects.

2 Proof of Theorem 1

Consider Theorem 1(a). It is easy to see that for 1 ≤ l ≤ h,

E [ln ∆Yj+l|Dobs,Θ] = E {E [ln ∆Yj+l|Dobs,Θ, γ]} . (S.1)
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Therefore, we can compute E[ln ∆Yj+l|Dobs,Θ, γ] first. When l = 1, the conditional PDF

for ∆Yj+1 given the observed data Dobs and the random effect term γ is

f(yj+1|Dobs,Θ, γ) ∝
(

∆Yj+1

Y (Tj+h)− Y (Tj)

)η(Tj+1)−η(Tj)−1(
1− ∆Yj+1

Y (Tj+h)− Y (Tj)

)η(Tj+h)−η(Tj+1)−1

This relationship implies that the variable Xbeta follows a beta distribution as

Xbeta =

[
∆Yj+1

Y (Tj+h)− Y (Tj)

∣∣∣∣Dobs,Θ, γ

]
∼ beta(η(Tj+1)− η(Tj), η(Tj+h)− η(Tj+1)).

The moment generating function for logXbeta can be shown to be

MlogXbeta
(t) =

B (∆ηj+1 + t, η(Tj+h)− η(Tj+1))

B (∆ηj+1, η(Tj+h)− η(Tj+1))
, (S.2)

where B(·, ·) is the beta function defined by

B(x, y) =

1∫
0

ux−1(1− u)y−1du.

The expectation of lnXbeta can be readily obtained based on (S.2) as

E[lnXbeta] = ψ(∆ηj+1)− ψ (η(Tj+h)− η(Tj)) .

Note that E[log ∆Yj+1|Dobs,Θ, γ] can be written as

E[ log ∆Yj+1|Dobs,Θ, γ] = E[logXbeta] + log [Y (Tj+h)− Y (Tj)] . (S.3)

Substituting (S.3) into (S.1) yields (11). Similarly, we can verify the case when l = h.

Next, we proceed to verify the case when 1 < l < h. consider the conditional joint PDF

for ∆Yj+1, · · · ,∆Yj+h given the observed data Dobs and the random effect term γ. When
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∆Yj+i ≥ 0 for 1 ≤ i ≤ h and
∑h

i=1 ∆Yj+i = Y (Tj+h)− Y (Tj), the joint PDF is

f(∆Yj+1, ...,∆Yj+h|Dobs,Θ, γ) ∝
h∏
i=1

∆Y
∆ηj+i−1
j+i .

Integrating ∆Yj+1, · · · ,∆Yj+l−1,∆Yj+l+1, · · · ,∆Yj+h out of f(∆Yj+1, · · · ,∆Yj+h|Dobs,Θ, γ)

yields the marginal distribution of ∆Yj+l given Dobs and γ as

f(∆Yj+l|Dobs,Θ, γ) ∝
(

∆Yj+l
Y (Tj)− Y (Tj−h)

)∆ηj+l−1(
1− ∆Yj+l

Y (Tj)− Y (Tj−h)

)η(Tj+h)−η(Tj)−∆ηj+l−1

.

It is immediately seen from the above relation that given Dobs and γ, ∆Yj+l/ [Y (Tj)− Y (Tj+h)]

follows a beta distribution with the shape parameters (∆ηj+l, η (Tj+h)− η(Tj)−∆ηj+l). Par-

allel to the above calculation for E [log ∆Yj+1|Dobs, γ], we can reach (11).

At last, consider Theorem 1(b). Similar to the computation of υi,N , it can be shown that

for j < l ≤ m,

E[ln ∆Yl|Dobs,Θ, γ] = ψ(∆ηl)− ln γ. (S.4)

Taking the expectation of Equation (S.4) with respect to γ yields the desired results.

3 Consistency of the MLE

Consider a unit that is inspected J times with inspection epochs T = {0 = T0, T1, · · · , TJ}

and the associated degradation levels Y = {0 = Y0, Y1, · · · , YJ}. Suppose that J is a

positive and integer-valued random variable with E[J ] <∞ and that T is a random vector

with 0 = T0 < T1 < · · · < TJ taking values in the bounded set [0, τ ] where τ < ∞. Further

assume J and T are independent. Suppose n testing units are observed. Let Θ̂n and Θ̂sg
n

be the ML estimators under the gamma process with random effects model and the simple

gamma process model, respectively. To prove the consistency, we define some measures

similar to Wellner and Zhang (2000).
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Define B as the collection of Borel sets in R and let B[0,τ ] = {B ∩ [0, τ ] : B ∈ B}. For

any B ∈ B[0,τ ], define the measure ~ on the measurable space
(
[0, τ ],B[0,τ ]

)
as

~(B) =
∞∑
l=1

P (J = l)
l∑

j=1

P (Tj ∈ B|J = l) = EJ,T

[
J∑
j=1

1B(Tj)

]
,

Further define the L2 metric d1(Θ1,Θ2) for the random effects model as

d2
1(Θ1,Θ2) = (k1 − k2)2 + (λ1 − λ2)2 +

∫
[η1(x)− η2(x)]2 d~(x).

Similarly, define d2(Θsg
1 ,Θ

sg
2 ) for the simple model as

d2
2(Θsg

1 ,Θ
sg
2 ) = (µ1 − µ2)2 +

∫
[η1(x)− η2(x)]2 d~(x).

Let Θ0 = (k0, λ0, η0(·)) and Θsg
0 = (γ0, η0(·)) be the true values of the parameters for the

random effects model and the simple model, respectively. Theorem 3 establishes consistency

of the ML estimators with respect to ~ for both models. It should be pointed out that based

on the definition of d1 and d2, the consistency for η(t) is only meaningful when there is a

positive density/mass of observation at time t, i.e., ~([t− ε, t+ ε]) > 0 for any ε > 0.

Theorem 3.

(a) Suppose the underlying degradation follows a gamma process with random effects. If

E[J ] < ∞, η0(τ) < ∞, and (k0, λ0) is in the interior of R2
+, then for every b ≤ τ with

~([b, τ ]) > 0, we have

d1

(
(η̂n1[0,b], k̂n, λ̂n), (η01[0,b], k0, λ0)

)
a.s.−→ 0 as n→∞.

(b) Suppose the underlying degradation follows a simple gamma process. If µ0 is in the

interior of R+, E[J ] < ∞, and η0(τ) < ∞, then for every b ≤ τ with ~([b, τ ]) > 0, we
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have

d2

(
(η̂n1[0,b], µ̂n), (η01[0,b], µ0)

) a.s.−→ 0 as n→∞.

Proof: We shall only focus on Theorem 3(a). Theorem 3(b) can be proved in a similar vein.

Proof of this theorem can be established similar to that for the pseudo-likelihood estimation

method developed in Wang (2008). The empirical process theory is used here. Denote by

Pn the empirical measure and

mΘ(Y ) = ln
λkΓ(ηJ + k)

Γ(k)
− (ηJ + k) ln(λ+ YJ) +

J∑
j=1

[(∆ηj − 1) ln ∆Yj − ln Γ(∆ηj)],

where ηJ = η(TJ),∆ηj = η(Tj) − η(Tj−1), YJ = Y (TJ) and ∆Yj = Y (Tj) − Y (Tj−1). Let

Mn(Θ) = n−1l(Θ;Dobs) = PnmΘ(Y ) and M(Θ) = PmΘ(Y ), where l(Θ;Dobs) is given by

Equation (6) in the original paper. The basic idea is to show that {Θ̂n} is sequentially

compact a.e. and that every pointwise limit Θ† of {Θ̂n} satisfies M(Θ0) ≤ M(Θ†) and

M(Θ0) ≥ M(Θ†). If we can further show that Θ0 is the unique maximum of M(Θ), then

Θ0 = Θ† (Wellner and Zhang 2000).

The proof of M(Θ0) ≤ M(Θ†) invokes the Helly’s selection theorem and the one-sided

Glivenko-Cantelli theorem (Wellner and Zhang 2000, Thm A.1). Therefore, we need to

show that mΘ(Y ) is upper bounded by an integrable function and that {Θ̂n} is uniformly

bounded. First, we will find an envelope function for mΘ(Y ) as follows.

mΘ(Y ) ≤ ln
λkΓ(ηJ + k)

Γ(k)
− (ηJ + k) ln(λ+ YJ) +

J∑
j=1

[(∆ηj − 1) lnYJ − ln Γ(ηJ)]

< ln
λkΓ(ηJ + k)

Γ(k)
+ (ηJ + J) lnYJ + C ≡M0(Y ), (S.5)

where C is a constant that changes from line to line. M0(Y ) is integrable because

E[J ] <∞ and E[lnYJ ] ≤ E[lnY (τ)] = lnλ0 − ψ(k0) + ψ(η0(τ) + k0).
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Next, we show Θ̂n is bounded. Let Θ = (η, 0, 0). It follows that

0 ≤ lim
ε↓0

Mn(Θ̂n)−Mn(εΘ + (1− ε)Θ̂n)

ε

= Pn
J∑
j=1

[
(∆η̂j −∆ηj)

(
− ln

λ+ YJ
yj

+ ψ(η̂J + k)− ψ(∆η̂j)

)]
. (S.6)

Therefore, we have

Pn
J∑
j=1

∆η̂j log
λ+ YJ
∆Yj

≤ Pn
J∑
j=1

[
∆ηj ln

λ+ YJ
∆Yj

]
+Pn

J∑
j=1

[(∆η̂j −∆ηj)(ψ(η̂J + k)− ψ(∆η̂j))] .

The first term is obviously bounded, while the second term on the right-hand side is upper

bounded because

ψ(η̂J + k)− ψ(∆η̂j) = O(1/∆η̂j).

By the strong law of large numbers, we can see that η̂J is upper bounded. On the other

hand,

lim sup
n→∞

Pn{η̂J} ≥ lim sup
n→∞

Pn{η̂J1[b,τ ](TJ)}

≥ lim sup
n→∞

η̂(b)Pn{1[b,τ ](TJ)} ≥ ~([b, τ ])lim sup
n→∞

η̂(b). (S.7)

Therefore, lim sup
n→∞

η̂(b) ≤ C/~([b, τ ]) and thus η̂(t) is uniformly bounded a.s. for t ∈ [0, b] if

~([b, τ ]) > 0. Then by the Helly’s selection theorem, {Θ̂n} has a sequence {Θ̂n′} converging

to some point Θ† = (η†, k†, λ†) where η† is a non-negative and increasing function on [0, b].

Consider the class of functions

Tb = {mΘ(Y ) : (k, λ) ∈ R2, η ∈ Hb},

where Hb = {η ∈ H : η(b) ≤ 1 + C/~([b, τ ])} is compact under the metric d1. Since mΘ(Y )
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has an integrable envelope, an application of the Glivenko-Cantelli theorem yields that

lim sup
n→∞

sup
Θ:mΘ(Y )∈Tb

(Pn − P)mΘ(Y ) ≤ 0 a.s. (S.8)

Furthermore, we have Mn(Θ̂n) ≥ M(Θ0) and Mn(Θ0) → M(Θ0) a.s. by the strong law of

large numbers. Therefore, M(Θ0) ≤ lim inf
n→∞

Mn(Θ̂n) a.s. and lim sup
n′→∞

Mn′(Θ̂n′) ≤ M(Θ†)

because of the semi-continuity of M(Θ) on Θ.

Next, we proceed to show the uniqueness of the maximum. We need to show that for

every Θ in the parameter space, M(Θ0)−M(Θ) ≥ 0. This can be done by first conditional

on (J,T ) and then taking the unconditional expectation, which yields

M(Θ0)−M(Θ) =

∫
EΘ0 [f(Y |Θ0, J,T )− f(Y |Θ, J,T )] du(J,T )

= −
∫
EΘ0

[
ln

f(Y |Θ, J,T )

f(Y |Θ0, J,T )

]
du(J,T )

≥ −
∫

logEΘ0

[
f(Y |Θ, J,T )

f(Y |Θ0, J,T )

]
= 0. (S.9)

The inequality follows from the strict concavity of log(x) and the Jensen’s inequality. It

is easy to see that when Θ 6= Θ0, f(Y |Θ, J,T ) 6= (Y |Θ0, J,T ). Therefore, the equality

holds only when Θ = Θ0. This means that Θ0 is the unique maximum of M(Θ). Therefore,

Θ† = Θ0 a.s., and hence the consistency of Θ̂n under the d1 matrix follows from the dominated

convergence theorem.
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