Appendix M


Role of expert judgment in quantitative approaches to uncertainty

Uncertainty assessment methods depend as much on expert judgment as any other tool that is used to deal with complex situations. All of these methods are useful for producing results and informing decision-making, when knowledge is lacking or scientific views diverge. However, expert judgment, which has different degrees of subjectivity, plays an important role in the quality of the uncertainty assessment’s results. For this reason, it is important to acknowledge the influence of expert judgment in assessing uncertainty, and be aware of its potential to bias attempts to correctly describe reality. 
For each paper, we have identified the levels in the uncertainty assessment where experts had to make a choice, either because data or knowledge were lacking, or because several methodological options were available. They are listed below, for each uncertainty assessment method. 

Benchmark Dose Modeling

1. Dose-response analysis can be either based on external or internal dosing, experts may choose one or the other (Van der Ven et al., 2008).
2. 5% is the typical level of significance used to choose the best-fitted curve (Van der Ven et al., 2008; Öberg, 2010; Suwazono et al., 2010) but others might also be used. 
3. The toxicological endpoints to include in the BMD are chosen by expert judgment (Sand et al., 2010; Suwazono et al., 2010). Different toxicity indicators can be used, e.g., NOEL, NOAEL or LOAEL (Suwazono et al., 2010).
4. The analyst has the choice of several dose-response models to fit a given dataset (Sand et al., 2008; Sand et al., 2010; Suwazono et al., 2010). Guidance from EFSA and the US EPA differ in their interpretations of fit (Davis et al., 2011). 
5. The shape of the distribution of individual levels can either be log-normal (Crump and Teeguarden, 2009) or normal (Davis et al., 2011), but BMD estimates can be derived from other models such as logistic, probit, loglogistic, log-probit, Weibull, gamma and the linearized multistage family of models, which have been used for quantal data (Tonk et al., 2011). 
6. Specification of the benchmark response (BMR) level is an important aspect of the BMD method (Sand et al., 2011). The BMR is specified using scientific judgments about the amount of available data, whether the data is dichotomous or continuous, the endpoint considered and biological considerations (Davis et al., 2011). BMR can be set at different values, from 1% (Butterworth et al., 2007; Sand et al., 2008) to, more commonly, 10% (Foronda et al., 2007b; Sand et al., 2008; Dor et al., 2009; Öberg, 2010; Sand et al., 2011; Thomas et al., 2011, Davis et al., 2011) or 5% (Sand et al., 2008; Dor et al., 2009; Davis et al., 2011; Sand et al., 2011). For continuous endpoints, the BMR is sometimes set at one control standard deviation, (Bercu et al., 2010; Davis et al., 2011) or at 20% under the value of the chosen indicator (Crofton et al., 2007). BMR specifications differ in European (EFSA) and American (US EPA) recommendations (Davis et al., 2011).

Distributions of Toxicity Indicators (NOAELs, CTDs, CEDs)

1. The method assumes that the distribution of the available toxicity data is representative of the occurrence of the endpoint in the environment or in the human population (Dobbins et al., 2008)
2. The shapes of the distributions are derived by fitting the available data, and can be log-normal (Dobbins et al., 2008)
3. A variety of dose descriptors can be used, such as NOEC, LOEC, EC/LC50, EC/LC1000 (Dobbins et al., 2009; Williams et al., 2011), NOAEL, 
4. When multiple values are available for the same substance, the geometric mean may be chosen (Williams et al., 2011). In some cases, data are excluded for biological reasons. For example, Williams et al. (2011) excluded data that was more than two orders of magnitude higher than the lowest values. 

Probabilistic Effect (Safety / Assessment) Factors

1. The number of Monte Carlo iterations / runs can vary widely. For example, they can range from 10 000 (Van Zelm et al., 2009, Bhavsar et al., 2008) to 100 000 (Bosgra et al., 2009).
2. Different distribution shapes can be chosen: log-normal (Bhavsar et al., 2008), logistic normal (Bosgra et al., 2009).
3. Different confidence intervals can be used when reporting results from Monte Carlo simulations, e.g., 90% (Van Zelm et al., 2009)
4. Some other assumptions are made to derive uncertainty effect factors, such as:
· It is unlikely that a sensitive individual is more than 10 times more sensitive than the average person (Bosgra et al., 2009).
· A sensitive individual is in reality somewhere between 2 and 10 times more sensitive than the average person, but is defined as falling within the 95th percentile of the variability distribution. These two values are equated to the p2.5 and p97.5 confidence limits on the 95th percentile (Bosgra et al., 2009). For Van der Voet and Slob (2007) the default factor of 10 corresponds to the 99th percentile of the distribution.
· The concentration data is normalized before the Monte Carlo simulations (Bosgra et al., 2009).
· The real patterns of consumption can be ignored to facilitate calculations. For example, the model might assume that all food consumed on one day is eaten at the same moment (Bosgra et al., 2009).

Species Sensitivity Distributions

1. The value of the HC5 and its lower confidence limit differs substantially between different observation times, endpoints and the use of more or less sensitive species (Rubach et al., 2011; Kefford et al., 2012). 
2. Species composition of SSD greatly affects HC5 estimates (Barron et al., 2012). These species can be native or non-native, for a specific location (Jin et al., 2011).
3. Expert judgment is used to decide what kind of data to use to derive SSD: chronic toxicity (NOEC), acute toxicity (LC50, EC50) or both. Even if chronic NOECs are preferable for developing SSDs (Wang et al., 2009; Jin et al., 2011), they often lack site-specific species (Jin et al., 2012a). SSDs based on acute toxicity (LC50) may underestimate the ecological risk (Liu et al., 2009). The choices made by the authors are very diverse:
· acute toxicity (LC50 or EC50) data only (Jager et al., 2007; Jänsch et al., 2007; Raimondo et al., 2008; Schuler and Rand, 2008; Wang et al., 2008; Awkerman et al., 2008; Awkerman et al., 2009; Van Zelm et al., 2009; Andersen et al., 2010; Dor et al., 2010; Faggiano et al., 2010; Carafa et al., 2011; Rubach et al., 2011; Qu et al., 2011; Barron et al., 2012; Kefford et al., 2012; Nagai et al., 2012; Wang et al., 2012)
· both acute (LC50 or EC50) and chronic (NOECs) data (Carriger and Rand, 2008; Rand and Schuler, 2009; Wang et al., 2009; Dom et al., 2009; Olsen et al., 2011; Fedorenkova et al., 2012; Jin et al., 2012b; Caquet et al., 2013)
· Both original chronic data and surrogate chronic values obtained from acute data. For obtaining these surrogate chronic data, several different possibilities appear in the literature:
· one thousandth of the median lethal concentration LC50 in Zhong et al., 2010;
· surrogate NOECs obtained by dividing chronic data by an arbitrary factor of 25, with the separation between chronic and acute being 1 to 20 000 in the literature, in Wang et al., 2009; 
· NOECs, Maximum Allowable Toxic Concentration, LOECs and ECx in Jin et al., 2011 and Jin et al., 2012b; 
· chronic or acute data divided by an acute-to-chronic ratio in Fedorenkova et al., 2012 and Jin et al., 2012a; 
· NOEL, LOEL divided by a factor of 2 or LC50 in Wang et al., 2011; 
· NOEL and LC50 divided by 10 in Sánchez-Bayo and Goka, 2012; 
· surrogate toxicity value equal to the sensitivity organic score of the nearest taxon in Kefford et al., 2012)
· only chronic data (NOECs, LOECs and chronic EC10) (Semenzin et al., 2007; De Laender et al, 2008; Staples et al., 2008; Liu et al., 2009; Van Sprang et al., 2009; Hayashi and Kashiwagi, 2010; Tsushima et al., 2010; Verschoor et al., 2011). 

Different techniques can also be used to dealing with multiple values for the same endpoint and the same species:
· calculating an average of the data available for each species (Wang et al., 2008; Wang et al., 2009; Van Zelm et al., 2009; Wang et al., 2012). Some authors argued that this technique avoids the problem of overrepresentation of species with more data (Van Zelm et al., 2009)
· using only the lowest toxicity value to derive the SSD (Schuler and Rand, 2008) and the toxicity values for the most sensitive endpoint (Jin et al., 2011; Jin et al., 2012b)
· calculating the geometric mean of the data available for the same species (Raimondo et al., 2008; Awkerman et al., 2009; Faggiano et al., 2010; Fedorenkova et al., 2012; Nagai et al., 2012; Yi et al., 2012; Caquet et al., 2013) or for the same species and endpoint (Semenzin et al., 2007; Jin et al., 2011; Jin et al., 2012b; De Laender et al., 2013) 
· calculating the species geometric mean to reduce multiple data on the same genus (Nagai et al., 2012).

In addition, some authors choose among the data available. For example, Raimondo et al. (2008) removed toxicity records for which the minimum and maximum values exceeded a 10-fold range from the database. This was meant to limit variability associated with inconsistent toxicity test observations. For the same reason, Barron et al. (2012) excluded toxicity estimates with 95% confidence intervals greater that five times the predicted LC50 value.

4. To derive SSDs, some methods need assumptions about the probability distribution of the available species toxicity dataset (Wang et al., 2008; Jin et al., 2012a). Some authors argued that some assumptions about the shape of the distributions might be inappropriate (Fox and Billoir, 2013) and others completely arbitrary. They argue that the usual distributions used (log-logistic or log-normal) are not supported by the data (Van Sprang et al., 2009). This concern has not been resolved in the literature, as shown by recent results of De Laender et al. (2013). They found that the fit of SSD to the toxicity data was significant for 0 to 35% of the chemicals considered, depending on whether acute or chronic data were used and on which trophic levels were included. They concluded that the log-normal and log-logistic models fit with data equally well. Other authors noted that species tolerances might differ significantly, and therefore the distributions might need to take different forms for different taxonomic groups. This is usually not considered in SSDs, which fit all data for all species to one single distribution (Hayashi and Kashiwagi, 2010). Several shapes are typically chosen:
· uniform distribution (Van Zelm et al., 2009)
· normal distribution (Vijver et al., 2008)
· log-normal (De Laender et al, 2008; Staples et al., 2008; Wang et al., 2008; Dom et al., 2009; Wang et al., 2009; Wong et al., 2009; Faggiano et al., 2010; Zhong et al., 2010; Carafa et al., 2011; Jin et al., 2011; Fedorenkova et al., 2012; Nagai et al., 2012)
· fit-logistic distribution (Carriger and Rand, 2008)
· log-logistic (Awkerman et al., 2008; Carriger and Rand, 2008; Wang et al., 2008; Awkerman et al., 2009; Qu et al., 2011; Caquet et al., 2013)
· logistic (Schuler and Rand, 2008)
· selection of the best fitting species sensitivity distribution from all investigated distributions instead of using the log–normal distribution by default (Van Sprang et al., 2009)
· Burr type III distribution (Jin et al., 2012a; Kefford et al., 2012)
· log-linear distribution (Kwok et al., 2008)
· inverse gamma informative prior, for Bayesian SSDs (Ciffroy et al., 2013)

5. The method used to derive SSD is chosen by each analyst, and this choice influences the final results. This is to say that when different methods have been used to generate SSDs, the resulting SSDs have differed (Staples et al., 2008; Wang et al., 2008). 

6. Most often, the threshold used for effects on communities of species is HC5 with 50% certainty. But, other centiles and confidence intervals have been used in the literature:
· The 10th centile (Carriger and Rand, 2008; Schuler and Rand, 2008; Rand and Schuler, 2009).
· The 95% confidence intervals around the lower, median and upper estimates of the HC50 and HC5 values (Olsen et al., 2011).
· Lower (5% confidence), median (50% confidence), and upper (95% confidence) HC5 (Jin et al., 2012a).
To derive a PNEC, some authors also apply a safety factor to HC5-50, for example, to account for the amount of data available (Jin et al., 2011) or to derive chronic thresholds from acute (Yi et al., 2012).

7. Other generic assumptions are needed to derive SSDs:
· No correlations between species (Carriger and Rand, 2008)
· Species sensitivity is randomly distributed (Staples et al., 2008; Rubach et al., 2011); therefore, the sensitivity of species for which ecotoxicological data are available represents that of all other species in the ecosystem (Ciffroy et al., 2013)
· The sensitivity of laboratory-derived toxicity values approximates that of field organisms (Schuler and Rand, 2008; Staples et al., 2008;)
· Acute and chronic toxicity data from one database (usually American) are representative of ecosystems in other geographic locations (Wang et al., 2011)
· The prescribed percentiles provides adequate protection for the community (Staples et al., 2008;)
· All species in an ecosystem are equally important (Kefford et al., 2012).

8. In Bayesian SSD methods, expert judgment can be heavily involved in deriving priors (Ciffroy et al., 2013). 

Probabilistic Exposure Assessment: Frequentist methods

1. The centile used in risk assessment can differ from one study to another: the most common is the 95th centile (Bruce et al., 2007), but others have been used. For example:
· the 50th centile of the actual measured concentrations (Carriger and Rand, 2008)
· the 50th centile value in adults, used for comparison with the 95th centile in sub-populations used to derive the human kinetic adjustment factor (HKAF) (Blanset et al., 2009; Valcke and Krishnan, 2011a)
· the 90th centile (Rand and Schuler, 2009; Van Sprang et al., 2009)
· the 97.5th, the 99th or the 99.99th percentile (Boobis et al., 2008)
Some authors feel that the relevant centiles in the exposure distribution should be chosen by risk managers, based on how much protection they seek (Boobis et al., 2008; Meek et al., 2011). 
2. The number of iterations in Monte Carlo simulations range widely: 
· 1 000 (Carslaw et al., 2007; Chowdhury, K.H. et al., 2009; Martinez et al., 2010)
· 2 000 (Valcke and Krishnan, 2011b; Valcke and Krishnan, 2011c)
· 5 000 (Luo and Yang, 2007; Bonnard and McKone, 2009; Schenker et al., 2009; Passuello et al., 2010; Valcke and Krishnan, 2011a)
· 10 000 (Erdal and Carollo, 2007; Glorenec et al., 2007; Liao et al., 2007b; Henning-De Jong et al., 2008; Schleier et al., 2009; Zhong et al., 2010)
· 20 000 (Blanset et al., 2009; Wang et al., 2009; Wang et al., 2011)
· 25 000 (Erdal and Carollo, 2007)
· 50 000 (Erdal and Carollo, 2007; Sidorenko, 2011; Chimeddula and Wu, 2013)
· 75 000 (Erdal and Carollo, 2007)
· 100 000 (Erdal and Carollo, 2007; Boon et al., 2009; Bosgra et al., 2009; Müller et al., 2009; De Laender et al., 2010; Zhang, 2010)
· 200 000 (Boon et al., 2008)
· 1 000 000 (Boon et al., 2008)
There is also a dramatic range in iterations for second-order Monte Carlo simulations: 1 200 runs in the uncertainty loop and 3 000 in variability loop, (Zhou and Zhao, 2012), 800 runs for uncertainty and 800 for variability (Persoons et al., 2012).
3. The shape of the distributions for the input parameters can be influenced as much by expert judgment as by how limited data is. In some cases, distributions can be derived exclusively from expert judgment (Martinez et al., 2010) or with substantial expert input, when data are scarce (Liao et al., 2007b; Xiao et al., 2008). Even if goodness-for-fit tests statistics are used to derive the most appropriate distribution for the existing data, the final choice can be influenced by an analyst’s scientific assessment (Wang et al., 2009; Zhang, 2010; Zhong et al., 2010). In addition, the choice of the goodness-for-fit statistic tool itself is subject to expert judgment.
4. In certain cases, data need to be treated before goodness-for-fit statistics are applied. For example:
· transforming all data that are higher than detection limits in interval data, based on the assumption that each value is characterized by errors (Tsushima et al., 2010)
· assigning dummy values of zero to all samples blow the detection limits (Schuler and Rand, 2008; Boon et al., 2009; Müller et al., 2009)
· using random values between zero and the detection limit to simulate random sampling (Cao et al., 2011)
· setting a minimum value at one-half of the detection limit for some parameters (Blanset et al., 2009)
5. When uncertainty and variability are treated separately (Zhou and Zhao, 2012), assigning parameters to either variability or uncertainty remains an expert choice. This is based on the assumption that, for example, certain gaps in knowledge cannot be covered in science and therefore they can be considered as “natural” stochasticity (variability), whereas other gaps in knowledge could be covered and therefore can be considered “epistemological” (uncertainty). Such separation is disputed and is not practiced consistently in the literature (see section 3.3).
6. Some model parameters are assumed to be constant while others are assumed to vary and distributions are assigned to them (Luo and Yang, 2007; Arnot et al., 2008; Schenker et al., 2009; Urban et al., 2009; Passuello et al., 2010). 
7. Probabilistic simulations may need to assume that certain parameters are uncorrelated, even if some correlations exist (Luo and Yang, 2007; Schenker et al., 2009). Or, expert judgment may be needed to assess potential co-dependencies (Arnot et al., 2008; De Laender et al., 2010).
8. To derive distributions, some data can be extrapolated from surrogates that are available for different locations or cases (Glorennec et al., 2007; Sioen et al., 2007; Bosgra et al., 2009; Chimeddula and Wu, 2013).
9. In cases where multiple, cumulative exposures are considered, assumptions have to be made about the additive effects or other interactions. For example, Bosgra et al. (2009) assumes a common mode of action and dose addition, which requires that the dose–response curves of the individual chemicals are parallel on log-dose scale, and that combined chemicals do not interact.
10. Expert judgment is required to choose the model that is used to calculate exposure and to estimate whether the model is adequate to evaluate the studied case on an ongoing basis (Boobis et al., 2008; Chimeddula and Wu, 2013).

Probabilistic Exposure Assessment: Bayesian methods

1. Each step in Bayesian modeling involves expert choices: specification of the population statistical model, specification of prior distributions for model and population parameters, etc.
2. The number of runs varies among studies: 5 000 simulations (Schenker et al., 2009; Qin et al., 2013); 10 000 simulations (Tan et al., 2007; Chen et al., 2010; Mörk and Johanson, 2010; Chen, C-C. et al., 2012; Hoque et al., 2012); 200 000 for prior distributions and 15 000 more for posterior distributions (Mörk et al., 2009); 2 500 000 steps and storing every 25th iteration for limiting autocorrelation in the Markov Chain (Cressie et al., 2007), 30 000 (Mutsinda et al., 2008); 100 000 (Covington et al., 2007).
3. The number of discarded iterations varies among studies: 20 000 (Cressie et al., 2007), 5 000 (Lyons et al., 2008), 10 000 (Mutsinda et al., 2008).
4. The analyst must make a decision about whether to use informative or non-informative distributions (Kennedy and Hart, 2009; Qiu et al., 2009).
5. The analyst must make assumptions about correlations or lack of correlations among parameters (Kennedy and Hart, 2009).
6. In certain cases, data need to be treated before use in Bayesian techniques. For example, by replacing non-detectable concentrations in data with half of the detection limit (Schleier et al., 2012), excluding certain data (Schenker et al., 2009), truncating distributions to ensure that upper and lower bounds of each distribution are in the range of biologically reasonable values.
7. As with frequentist approaches, expert judgment is needed to make assumptions about potential correlations between parameters. In certain cases, the analysts assume a lack of correlation (Schenker et al., 2009). 
8. As with frequentist approaches, distribution of parameters into either “variability” or “uncertainty” classes is determined by expert judgment (Allen et al., 2007). 

Fuzzy methods for uncertainty in exposure or effects

The main objective of fuzzy methods is to express expert judgment in a linguistic form. Therefore, expert judgment is part of the raw material, or input data, for this class of methods. In addition, analysts’ expert judgment is incorporated into all levels during the construction of fuzzy system: establishing input and output variables, establishing membership functions, establishing output variable labels for each rule, etc. (Angulo et al., 2012; Lindahl and Bockstaller, 2012).

Multi-criteria analysis (MCDA)

Several components of MCDA methods depend on expert judgment:
1. Choosing the criteria (Zhang et al., 2009).
2. Weighting different criteria. The experts who weight criteria might be the authors themselves or external experts, e.g., in a panel (Coutu et al., 2012).
3. Defining functions for aggregating criteria (Coutu et al., 2012).
4. Determining the pattern of data production for quantifying or qualifying the different criteria. For example, Coutu et al. (2012) used data from the literature and assumed a uniform distribution for uncertainty in the different criteria and weights, to give equal importance to each of the available studies.
5. Ranking the criteria for each of the proposed alternatives (e.g., different substances) (Coutu et al., 2012).
6. Selecting which experts to engage, and how many (Coutu et al., 2012).
7. Choosing a method to rank criteria, e.g., engaging experts or stakeholders individually or during a meeting (Coutu et al., 2012).

Sensitivity Analysis applied to exposure or effects

Sensitivity analyses require expert decisions at several levels:
1. Deciding the number of iterations, e.g., in Monte Carlo simulations: 10 000 (Bhavsar et al., 2008; Henning-De Jong et al., 2008; Nadal et al., 2008; Van Zelm et al., 2009), 100 runs for each water type (Vijver et al., 2008), 20 000 (Wang et al., 2011), 5 000 (Passuello et al., 2012), 100 000 runs (Bosgra et al., 2009).
2. Deciding the shape of distributions.
3. Choosing the method for sensitivity analysis, whether to use a local or global approach, and the function to apply; choosing among the existing functions available to calculate sensitivity indices, or defining such functions (Luo and Yang, 2007; Arnot et al., 2012; Malaguerra et al., 2013).
4. Choosing the parameters to include in sensitivity analyses and the shape of their distributions, as well as assumptions about their correlations (Shenker et al., 2009; Meli et al., 2013).
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