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Dataset: Rhythm Perception Study 
•  recorded 2013 in Kigali, Rwanda 
•  13 participants (mean age 21) 
•  14 EEG channels @ 400Hz 

•  12 East African/12 Western rhythms 
•  constructed from 4 groups of 3 sequences 
•  3 different pairs per group (12 pairs in total) 
•  for each pair within each group, one played at  

375Hz and the other at 500Hz (perfect fourth) 
•  24 stimuli = 4 groups * 3 pairs * 2 pitches 

•  presented for 32s each, 4s break 
•  same tempo within participants 
•  block design (randomized within) 

Impact of Pre-Processing 
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Convolutional Neural Networks (CNNs) 
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implementation details: 
•  DLSVM classifier (hinge loss) 
•  Rectified Linear Units (ReLU) 
•  Dropout regularization 
•  based on Pylean2 / Theano 
•  Bayesian optimization of  

hyper-parameters with Spearmint 
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pre-processing pipelines splitting each trial into training, validation and test data 
(with or without offset) 

§  validation (first bar) §  test (last bar) §  training (remaining data) 

splitting the (training) data into input frames 
- with overlap (hop size 60ms) 

… 
- without overlap (hop size 1 bar) 

… 

more than 30x as  
much training data 
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Individual and Aggregated Classification Results 

subject 6 subject 7

subject 8 subject 9 subject 10 subject 11 subject 12 subject 13

•  confusion mostly between similar stimuli and consecutive trials 
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hop size offset waveform freq. spectrum
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•  challenging task – even for humans (rhythms not easy to distinguish) 
•  no improvement by second convolutional layer (may need more training data) 
•  problems caused by  

•  limited amount of data 
•  rather poor data quality (non-lab conditions, portable equipment) 
•  single trial / block study design (vulnerability to block artifacts) 

subj. network structure single channel mean aggregated trial accuracy

input 1st layer 2nd layer 24 classes 24 classes 12 classes 4 classes 2 classes

accuracy prec.@3 MRR (stimuli) (pairs) (groups) (types)

1* 33x49 [5x49] /3x16 [16x1] /5x12 19.1% 36.1% 0.34 25.0% 29.2% 58.3% 79.2%

2* 33x49 [10x49] /1x22 27.1% 46.5% 0.42 37.5% 37.5% 50.0% 87.5%

3* 33x49 [17x49] /1x30 21.9% 38.2% 0.36 20.8% 25.0% 45.8% 66.7%

4 45x49 [35x49] /1x30 36.1% 63.5% 0.55 50.0% 62.5% 75.0% 83.3%

5 45x49 [40x49] /2x30 18.1% 34.7% 0.33 16.7% 25.0% 41.7% 70.8%

6 45x49 [26x49] /5x30 [1x1] /10x30 29.5% 48.1% 0.45 37.5% 41.7% 54.2% 75.0%

7* 33x49 [15x49] /1x13 23.1% 43.9% 0.40 33.3% 45.8% 54.2% 66.7%

8* 33x49 [5x49] /2x21 [2x1] /2x24 24.0% 44.2% 0.41 41.7% 41.7% 58.3% 91.7%

9* 33x49 [13x49] /2x21 [6x1] /4x30 21.8% 33.7% 0.36 25.0% 29.2% 58.3% 91.7%

10 45x49 [7x49] /1x30 26.6% 51.0% 0.44 33.3% 33.3% 45.8% 66.7%

11 45x49 [27x49] /1x30 26.6% 55.1% 0.45 33.3% 37.5% 41.7% 75.0%

12 45x49 [5x49] /5x30 [5x1] /10x30 32.1% 60.9% 0.51 29.2% 33.3% 54.2% 83.3%

13 45x49 [18x49] /10x21 [1x1] /6x30 20.2% 37.2% 0.36 25.0% 29.2% 50.0% 70.8%

mean (1 convolutional layer) 24.4% 46.4% 0.41 30.8% 36.5% 51.6% 74.7%

mean (2 convolutional layers) 24.4% 44.2% 0.40 29.5% 34.0% 52.2% 77.2%

fast* 33x49 [8x49]] /1x22 9.7% 22.1% 0.23 10.4% 16.7% 35.4% 66.7%

slow 45x49 [31x49]] /1x30 9.9% 22.9% 0.24 10.7% 13.7% 32.7% 56.5%

all 33x49 [1x49]] /1x30 7.3% 19.0% 0.21 7.7% 12.2% 29.2% 57.1%
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32s looped playback 4s break 
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- with offset 
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East African Sequences Western Sequences 

Example: East African rhythm stimulus [1,2,’a’] 

… 


