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Science Drivers:
Discoveries beyond the Standard Model of Particle Physics ————_
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5. Explore the unknown: new particles, interactions,
and physical principles
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‘ T e The OSG is dedicated to the advancement of all

open science via the practice of Distributed High
Throughput Computing, and the advancement of
its state of the art. The LHC makes major use of
OSG for all its US computing responsibilities. This
is funded through IRIS-HEP. This supports OSG in
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Using the Software Training Framework to guide
our efforts, provide both base and expert training
and support to the field by running standalone
workshops (e.g. CoDaS-HEP 2019, pictured) as well
as add-on workshops that are co-located with other
large HEP physics meetings. In the past year we
have been involved in more than 10 of these
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