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Abstract

One studies the quantum gate generation problem in the context
of coherent (open loop) control.
One considers right-invariant quantum systems with drift with
propagators evolving in U(n).
This is a motion planning problem (open loop control) that could
be considered by optimal control techniques.
However, for large dimensions n, optimal control techniques are
not applicable due to complexity issues.
An approach is the numerical optimal control (GRAPE)
(gradient-descent methods) that may produce excellent results.
Another approach (ours) is the Lyapunov stabilization.
The control is generated by a feedback law that may be recorded
and applied in open loop.
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However, asymptotic methods produce slow controls, and cannot
be exact for fixed Tf (final time).
Normally, there is a compromise between precision and speed.
To improve the precision one may increase Tf .
This work develops a method that is virtually exact (exact up to a
desired precision) for a fixed Tf .
The numerical implementation of this method produces a method
that is comparable to GRAPE.
Numerical experiments with a benchmark has produced faster
convergence than GRAPE.

PEREIRA DA SILVA et al Fast Virt. Exac. Qua. Gat. Gen. 4 / 110



Abstract (previous results of Silveira et al. [2016])

The paper Silveira et al. [2016] have considered this problem via
Lyapunov methods.
The tracking of a trajectory X (t) is the main idea.
The tracking problem was solved by a convenient Lyapunov-based
feedback law...
... the recorded stabilizing control can be applied as an open loop
control.
The trajectory X (t) to be tracked has final condition X (Tf ) = X goal

Xgoal corresponds to the unitary operation to be performed by the
quantum gate.
Tf is big enough, (weak version of the problem).
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Abstract (New Results)

Main Contribution: Reference Input Generation Algorithm
(RIGA) :
It is essentially the repetition of the Lyapunov-based procedure N1
times for a fixed Tf .
This means, the successive simulations of the closed loop system.

Given a reference trajectory X
`

: [0,Tf ]→ U(n) with X
`
(0) = I.

One obtains a new reference trajectory X
`+1

: [0,Tf ]→ U(n) with
X `+1(0) = I.
With dist(X `(Tf ),Xgoal) < dist(X `+1(Tf ),Xgoal) in each step `.
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Introduction

Introductory remarks and references

The basic problem of quantum gate generation relies on the
motion planning of right-invariant and controllable systems with
input u(t) ∈ Rm and state X (t) evolving U(n) (or SU(n)).
Note that X (t) is the propagator (this is not state preparation,
which is another problem!)
Textbooks on quantum control D’Alessandro [2008],Cong [2014].
Optimal control may produce fast controls in the context of state
preparation and quantum gate generation Palao and Kosloff
[2002] Palao and Kosloff [2003].
However, for large n, that approach is not applicable due to
complexity restrictions Schirmer and de Fouquieres [2011].
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Introduction

An alternate approach: Lyapunov stabilization Yamamoto et al.
[2007] Mirrahimi [2009] Mirrahimi et al. [2005] Grivopoulos and
Bamieh [2003] Zhang et al. [2014] Pan et al. [2015] Dong and
Petersen [2010].
The present paper is mainly based on Lyapunov stabilization
techniques that are developed in Silveira et al. [2016].
Lyapunov methods normally lead to slow generation of the gate
when compared to optimal control.
Numerical schemes like GRAPE Khaneja et al. [2005] can
consider the problem with large n.
Our approach is meant to be an alternate method to GRAPE.

PEREIRA DA SILVA et al Fast Virt. Exac. Qua. Gat. Gen. 10 / 110



Introduction

Feedback as a tool to generate open-loop controls
Coherent quantum control are open-loop controls and can be
generated “off-line”.
They can be generated by “recording” a feedback-law in
closed-loop (old trick).
As the control may be generated “off-line”, one may use iterative
methods.
In each step a feedback is used in a (virtual) interval [0,Tf ] for
generating better controls.
This works as if one can repeat `-times the interval [0,Tf ] (new
trick).
The off-line computational effort grows with the number of
iterations, but with Tf fixed.
The precision is improved exponentially with the increase of the
number of iterations.
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Introduction

Quantum System Model (with Drift)

System Model (Propagator equation)

Ẋ (t) = −ι
(

H0 +
m∑

k=1

uk (t)Hk

)
X (t)

= S0X (t) +
m∑

k=1

uk (t)SkX (t), X (0) = X0,

X ∈ U(n) is the state (propagator),
ι ∈ C is the imaginary unit,
S0 = −ιH0,Sk = −ιHk ∈ u(n) (Anti-Hermitian Matrices),
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Introduction

Control Problem (strong version)

QUANTUM GATE GENERATION PROBLEM :
Fix Tf (strong version).
Find controls uk : [0,Tf ]→ R
To steer X (0) = I 99K X (Tf ) = Xgoal up to a desired precision ε.
Xgoal ∈ U(n) represents the desired unitary operations of the gate.
In this presentation one is interested in the strong version of the
problem, where Tf is fixed a priori.
One wants ‖X (Tf )− Xgoal‖ ≤ ε (Frobenius norm), where ε is also
fixed a priori.
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Introduction

Previous results of Silveira et al. [2016]

We recall now the weak version of the Quantum Gate Generation
Problem. (final time Tf big enough).
One summarizes the solution of this weak version Silveira et al.
[2016].
The idea is to track asymptotically a trajectory X (t) for which
X (Tf ) = Xgoal .
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Introduction

Previous results of the Silveira et al. [2016] (continued)

QUANTUM GATE GENERATION PROBLEM :
Find Tf big enough (weak version)
Find controls uk : [0,Tf ]→ R
The goal : To steer from X (0) = I 99K X (Tf ) = Xgoal

One wants ‖X (Tf )− Xgoal‖ ≤ ε (Frobenius norm).
Xgoal ∈ U(n) represents the desired unitary operator representing
the gate.
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Introduction

Lyapunov function
The Lyapunov Function is defined by

V(X̃ ) = −Tr

(
(X̃ − I)2

(X̃ + I)2

)
≥ 0, (1) {lyap}

REMARK: The traditional Lyapunov function <
[
Tr
(

X̃
)]

has a lot
of critical points (this number increases with n).
It may be shown that if the eigenvalues of X̃ are
{exp(θ1), . . . ,exp(θn)} then V(X̃ ) =

∑n
j=1 tan2(θj/2).

V :W → R is well defined in the open set
W = {W ∈ U(n) | det(I + W ) 6= 0}.
This Lyapunov function V(W ) has a unique critical point inW (the
identity).
However it tends to infinity when W tends toW
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Introduction

V-distance

“†” denotes the Hermitian operator (transpose and conjugate)

dist(X ,X ) = V(X
†
X ) is a left- and right-invariant notion of

distance between unitary matrices X and X .
dist(XR,XR) = dist(X ,X )

dist(XR,X ) = dist(R, I).
The closed V-ball with radius c, centered at X is defined by

B
V
c (X ) = {W ∈ U(n) | dist(W ,X ) ≤ c} (2) {eBallV}

Bc(X ) = {W ∈ U(n) | ‖W − X‖ ≤ c} is the closed
Frobenius-ball with radius c, centered at X .
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Introduction

The reference system and the error system

Consider that one has chosen reference inputs uk (t). The
reference trajectory will be a solution of the reference system:

Ẋ (t) = S0X (t) +
m∑

k=1

uk (t)SkX (t), X (0) = X 0, (3) {reference}

Construct the error matrix

X̃ (t) = X
†
(t)X (t)

Note that V(X̃ (t)) = dist(X (t),X (t))

PEREIRA DA SILVA et al Fast Virt. Exac. Qua. Gat. Gen. 18 / 110



Introduction

Simple computations produces the (driftless) Error System

˙̃X (t) =
m∑

k=1

ũk (t)S̃k (t)X̃ (t),

X̃ (0) = X̃0 = X
†
0X0,

ũk (t) = uk (t)− uk (t),

S̃k (t) = X
†
(t)SkX (t)
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Introduction

The Lyapunov-based feedback law

The Error System is driftless (but time-varying),

computing dV(X̃(t))
dt one gets

V̇ =
m∑

k=1

Fk (X , X̃ )ũk

Roughly speaking, the functions Fk are “ ∂V
∂X̃
· S̃k ”

One may choose ũk = −fkFk

fk > 0, k = 1, . . . ,m are chosen gains and
V̇ =

∑m
k=1−fkF2

k ≤ 0

PEREIRA DA SILVA et al Fast Virt. Exac. Qua. Gat. Gen. 20 / 110



Introduction

Feedback law (continued)

Some computations gives

ũk (t) = Ũk (X (t), X̃ (t)) = fkTr
[
Z
(

X̃ (t)
)

S̃k (t)
]
, (4) {utilde}

uk (t) = ũk (t) + uk (t), (5)

S̃k (t) = X
†
(t)SkX (t), (6)

where Z is the map defined by

Z (X̃ ) = X̃ (X̃ − I)(X̃ + I)−3. (7) {eZtilde}
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Introduction

Closed Loop Error System

The Closed Loop Error System is given by

˙̃X (t) =
m∑

k=1

ũk (t)S̃k (t)X̃ (t), X̃ (0) = X̃0 = X
†
0X0, (8) {eClosedLoop}

ũk (t) = Ũk (X (t), X̃ (t)) (9)
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Introduction

X(0)

X(0) = I

REFERENCE SYSTEM

Ẋ(t) = S0X(t) +
∑m

k=1 uk(t)SkX(t)

Ẋ(t) = S0X(t) +
∑m

k=1 uk(t)SkX(t)

SYSTEM

+

Ũk

(
X(t), X(t)

)
FEEDBACK LAW

X(t)

X(t)

ũk(t)

ũk(t)

uk(t)

uk(t)

k = 1, . . . ,m

u(t)

.

.

Figure: Simulation scheme for the closed loop system.
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Introduction

The periodic reference input

The reference input must be T -periodic (to apply LaSalle’s
theorem to the closed-loop system). {refcon}

uk (t) =
M∑

`=1

[ak` sin(2`πt/T ) + bk` cos(2`πt/T )] , (10) {refconab}

The coefficients of these harmonics will be denoted by

a = (a11,a12, . . . ,a1M , . . . ,am1,am2, . . . ,amM) (11)
b = (b11,b12, . . . ,b1M , . . . ,bm1,bm2, . . . ,bmM) (12)

By a convenient right-translation, choosing Tf , one may always
obtains X (Tf ) = Xgoal .
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Introduction

Main results of Silveira et al. [2016].

Assume that X̃ (0) is in the compact V-ball B
V
c (I).

With probability one with respect to the choice of a and b, the
closed loop system does not admit any nontrivial LaSalle’s
invariant.
Proof based on Coron results (Coron’s return method)
By LaSalle’s theorem one shows that X̃ (t) converges to I.
Equivalently, X (t) converges to X (t).
dist(X (t),X (t)) converges (monotonically) exponentially to zero.
Unfortunately the convergence speed is not “tunable” (presence of
the drift).
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Introduction

Geometric Interpretation of the Lyapunov method I.

b
bXa,b(0) = I

b
b

X(0)

Xgoal

Xa,b(Tf)

Xa,b(t)

X(t)

X(Tf) =

R
R

Compute a right-translation R such that

Xa,b(Tf)R = Xgoal.

.

.

Given a reference Xa,b(t) with Xa,b(0) = I

Define X(t) = Xa,b(t)R. (parallel transport)

Figure: Geometric Interpretation of the (noniterative) Lyapunov method I.
{Figa}
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Introduction

Geometric Interpretation of the Lyapunov method II

b
X(0) = I

b
b

X(0)

Xgoal

b

X(t)

X(t)

X(Tf)

X(Tf) =

Simulate the closed loop system.

Obtain X(t) with dist(X(Tf), Xgoal) < dist(X(0), I).

.

.

.

Figure: Geometric Interpretation of the (noniterative) Lyapunov method II.
{Fig4}
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Introduction

(Non-iteractive) Lyapunov method
Choose T and coefficients a,b of the periodic reference inputs uk .

Choose Tf .
Simulate reference system in [0,Tf ] (open loop) with X a,b(0) = I
and inputs uk (t). Obtain X a,b(Tf ).

Compute the right-translation R = X a,b(Tf )†Xgoal .

By construction X a,b(Tf )R = Xgoal .
Simulate X (t) for the closed loop system in [0,Tf ] with:
Reference inputs uk .
X (0) = IR = R.
X (0) = I.
Record uk (t) = uk (t) + ũk (t)
Test if ‖X (Tf )− Xgoal‖ < ε.
If this is not true, increase Tf and try again
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Reference Input Generation Algorithm (RIGA)
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Reference Input Generation Algorithm (RIGA)

Step ` of RIGA.
Roughly speaking each step of RIGA may be represented by the
following block diagram:

X(0) =
{

X
ℓ−1

(Tf)
}†
Xgoal

X(0) = I

REFERENCE SYSTEM

Ẋ(t) = S0X(t) +
∑m

k=1 uk(t)SkX(t)

Ẋ(t) = S0X(t) +
∑m

k=1 uk(t)SkX(t)

SYSTEM

+

Ũk

(
X(t), X(t)

)
FEEDBACK LAW

X(t)

X
ℓ
(t)

∣∣∣∣∣t=Tf

ũk(t)

ũk(t)

uk(t)

uk(t)

k = 1, . . . ,m

uk(t)

ūℓk(t)

uℓ−1
k (t)

DATA OF STEP ℓ− 1

DATA OF STEP ℓ

X(t)

k = 1, . . . ,m

Figure: The “input data” is {X `−1
(Tf ),u

`−1
k (·)} (marked in red). The output

data is {X `
(Tf ),u

`
k (·)} (marked in blue).

{Fig4}
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Reference Input Generation Algorithm (RIGA)

The heart of the RIGA is ALGORITHM A, which is essentially
represented by the last block diagram.
We shall see that, in general, cannot choose X goal = Xgoal , which
is the natural choice.
This choice could generate big correcting controls, or even
singularities in the algorithm.
Hence we include ALGORITHM B (Goal matrices generation) and
ALGORITHM C (Goal matrix selection) whose descriptions will be
given later.
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Reference Input Generation Algorithm (RIGA)

Algorithm 1 - RIGA

The structure of RIGA is the following:
Algorithm 1 - RIGA

Step 0
SEED GENERATION (Choose u0

k (·) and simulate reference
system)
GOAL MATRICES GENERATION (Algorithm B - Define a set of
goal matrices)
Step `
GOAL MATRIX SELECTION (Algorithm C - Choose the goal
matrix X goal ).
SINGLE ITERATION (Algorithm A - Simulate the closed loop
system)
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Reference Input Generation Algorithm (RIGA)

Seed Generation

Seed Generation. Choose M > 0 and reference controls
uk (t) : [0,Tf ]→ R of the form (10) for some choice of the pair (a,b).
Determine X

0
(t) = X (t), t ∈ [0,Tf ], by numerical integration of system

(3) with X
0
(0) = X (0) = I. Define u0

k (t) = uk (t), k = 1, . . . ,m,
t ∈ [0,Tf ], and save the value of Xf = X

0
(Tf ).
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Reference Input Generation Algorithm (RIGA)

Algorithm A - SINGLE ITERATION

The heart of RIGA, is Algorithm A, that is the simulation of the
closed loop system for t ∈ [0,Tf ].

The input of step ` is X
`−1

(·) = X old (·).
The output of step ` is X

`
(·) = X new (·).
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Reference Input Generation Algorithm (RIGA)

Geometric Description of Algorithm A (Single Iteration)

b
bXold(0) = I

b
b

X(0)

Xgoal

Xold(Tf)

Xold(t)

X(t)

X(Tf) =

R
R

.

.

FIRST PHASE: PARALLEL TRANSPORT – MOVE Xold(Tf ) TO Xgoal

b
X(0) = I

b
b

X(0)

Xgoal

b

Xnew(t) = X(t)

X(t)

X(Tf)

X(Tf) =

SECOND PHASE: CLOSED LOOP SYSTEM SIMULATION – OBTAIN Xnew(t)

Figure: Algorithm A (Single Iteration) is essentially the same procedure of
Silveira et al. [2016]. The First Phase is the parallel transport (right
translation) of X old in a way that X old (Tf ) = X goal . The Second Phase is the
simulation of the closed loop System, obtaining Xnew .

{Fig4}
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Reference Input Generation Algorithm (RIGA)

Algorithm A (Single Iteration). Fix X goal ∈ U(n). Fix Tf > 0. Assume
that a reference input uold : [0,Tf ]→ Rm is given and let X old (t) be the
corresponding pre-computed reference trajectory with X

old
(0) = I.

Then
Phase 1. Compute the right-translation R ∈ U(n) such that
X old (Tf )R = X goal , that is R = X old (Tf )†X goal .
Phase 2. Numerically integrate the closed loop system for t ∈ [0,Tf ]
with u(t) = uold , X (0) = I and X (0) = R. By right-invariance,
X (Tf ) = X goal .
Obtain the solution X

new
(t) = X (t) and the input unew (t) = u(t), where

X (t) and u(t) = ũ(t) + u(t) are respectively the solution and the
control-law that was computed for the closed-loop system.
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Reference Input Generation Algorithm (RIGA)

A first idea for the RIGA (that is called by Algorithm 2 - RIGA -
local version in the paper) is to eliminate Algorithm B and to
consider that Algorithm C is the simple procedure that chooses
X goal = Xgoal in every step `.

The local version of RIGA cannot work well if dist(X
`
(Tf ),Xgoal) is

too big.
The feedback inputs will become too big in this case. This could
be undesirable.
Even if one accepts big inputs, this may cause numerical
instabilities and imprecisions.

PEREIRA DA SILVA et al Fast Virt. Exac. Qua. Gat. Gen. 37 / 110



Reference Input Generation Algorithm (RIGA)

A first solution for this problem to consider that Algorithm B is void and
to consider that Algorithm C is the “saturation of angles”:

Let Xf = X
`−1

(Tf ) be final condition of step `− 1. Let
R = X †f Xgoal = W †diag[exp(ıθ1), . . . , exp(ıθn)]W (its eigenstructure
with θi ∈ [−π, π], that may be computed by the Schur
decomposition). Then: {eSatAngle}

Rsat = W †diag {exp[ısat(θ1)], . . . , exp[ısat(θn)]}W , (13a)
X goal = Xf Rsat (13b)

where sat(θ) = θ for θ ∈ [−π/4, π/4], sat(θ) = π/4 for θ > π/4 and
sat(θ) = −π/4 when θ < −π/4.
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Reference Input Generation Algorithm (RIGA)

Switching the Goal Matrices

A second solution is the policy of “switching the Goal Matrices.”
We can consider that ALGORITHM B create a set of goal
matrices X q

goal : q = 1,2, . . . ,p and then ALGORITHM C will
“switch” along the steps of the algorithm, choosing one of them.
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Reference Input Generation Algorithm (RIGA)

Switching the Goal Matrix

The distance dist(X q
goal ,X

q−1
goal ) ≤ α for a chosen α for

q = {1,2, . . . ,p}.
X 0

goal = X
0
(Tf ).

The final goal matrix X p
goal = Xgoal .

The index q ∈ {1,2, . . . ,p} that defines X q
goal is increased along

the steps ` = 1,2,3, . . . of the algorithm.
The test for switching the value of q in a step ` is to choose the
greater q such that dist(X

`
(Tf ),X q

goal) < β,
The switching value β is such that 0 < α < β.
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Reference Input Generation Algorithm (RIGA)

Algorithm B: (Goal Matrices Generation)

Algorithm B: (Goal Matrices Generation). Fix α > 0. For a minimal
p ∈ N, compute X q

goal ,q = 0, . . . ,p with X 0
goal = X

`
(Tf ), X p

goal = Xgoal

and dist(X q−1
goal ,X

q
goal) < α for q = 1, . . . ,p. Set qlast = 1.
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Reference Input Generation Algorithm (RIGA)

Algorithm C: (Goal Matrices Selection)

Algorithm C: (Goal Matrices Generation).
(Trying to switch X goal ). If qlast < p, let q∗ be the greater

q ∈ {qlast , . . . ,p} such that dist(X
`−1

(Tf ),X q
goal) < β. Set X goal = X q∗

goal .
Set qlast = q∗.
(No switching). If qlast = p, then X goal = Xgoal .
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Reference Input Generation Algorithm (RIGA)

Switching the goal matrices.

X0
goal = X

0
(Tf )

X2
goal

X1
goal

X3
goal

Xp
goal = Xgoal

b
b

b

b

b

X
ℓ
(Tf )

b β

Figure: The figure shows an example of the switching policy. One has p = 4
goal matrices. In the present step ` one has q = 1, that is, the present goal
matrix that is chosen is X 1

goal . Observe that X
`
(Tf ) is close enough to X 1

goal in

a way that dist(X
`
(Tf ),X 2

goal ) < β. Hence in this step one will switch to q = 2.
{Fig4}
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Reference Input Generation Algorithm (RIGA)

Input saturations

One may include saturation of inputs in Algorithm A of RIGA.
It suffices to apply to the quantum system a saturated input:

uk (t) = sat
(
uk (t) + ũk (t)

)
, k = 1, . . . ,m

It can be shown that the dV(X̃(t))
dt remains non-positive for the

saturated closed system .
See the paper for a smooth version for the saturation function.
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Main Results

Attractive reference trajectories

The definition of a λ-attractive reference trajectory is introduced in
the paper.
This property holds with probability one with respect to the jet of
the reference output in a sense that is precised in the paper.

If a reference trajectory X
old

is λ-attractive, then in Algorithm A
one has dist(Xgoal ,X

old
(Tf )) ≤ λdist(Xgoal ,X

new
(Tf )).
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Main Results

Convergence of the local RIGA - Algorithm 2
Theorem

{XXX}
Fix Xgoal ∈ U(n). Choose T > 0, M > 0, c > 0 and coefficients (a,b) for the
reference input (10), and consider the corresponding reference trajectory
X

0
: [0,Tf ]→ U(n) with X

0
(0) = I, which defines a seed of Algorithm 2.

Assume that this seed is a λ-attractive trajectory on B
V
c (this is true with

probability 1 for M big enough). If dist(X
0
(Tf ),Xgoal ) ≤ c, then there exists

sufficiently large Tf , such that:

The reference trajectory generated in step ` of Algorithm 2 is θ-attractive
on B

V
c for some 0 < θ < 1 and for all ` ∈ N;

Algorithm 2 converges exponentially, that is, d` ≤ θ`d0, where
d` = dist(Xgoal ,X

`
(Tf ));

The reference inputs that are generated by Algorithm 2 are uniformly
bounded. In other words, there exists H > 0 such that ‖u`

k (t)‖ < H, for
all t ∈ [0,Tf ], all k = 1, . . . ,m and all ` ∈ N.
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Main Results

Convergence Result for the global RIGA-Algorithm 1
Theorem

{XXX1}
Fix Xgoal ∈ U(n). Choose α > 0, β > α and c ≤ β. Choose T > 0, M > 0 and
coefficients (a,b) for the reference input (10), and consider the corresponding
reference trajectory X

0
: [0,Tf ]→ U(n) with X

0
(0) = I, which defines a

λ-attractive seed of Algorithm 1. Then, for all sufficiently large Tf :

The reference trajectory generated in step ` of Algorithm 1 is θ-attractive
for some 0 < θ < 1 and for all ` ∈ N;

Step ` of Algorithm 1 switches until the final goal matrix Xgoal is chosen,
when it reduces to step ` of Algorithm 2. When Algorithm 1 switches in
step `, then d` may be greater than d`−1, but with d` ≤ β, where
d` = dist(Xgoal ,X

`
(Tf )). Between switchings, the inequality d` ≤ θd`−1

always holds. In particular, after the last switch, d` converges
exponentially to zero, monotonically.

The reference inputs generated by Algorithm 1 are uniformly bounded,
as in the statement of Theorem 1.
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Numerical implementation

Numerical Implementation

The interval [0,Tf ] will be divided in Nsim equal parts, and the time
t will be discretized at instants ts = sδ, s = 0,1 . . . ,Nsim, where
δ = Tf/Nsim.
Consider that the inputs (and the reference inputs) are piecewise
contant in the intervals [ts, ts+1).
Denote Ts = S0 +

∑m
k=1 uk (ts)Sk and T s = S0 +

∑m
k=1 uk (ts)Sk

where Sk , k = 0, . . . ,m are the system matrices.
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Numerical implementation

Numerical Implementation

The simulation of the closed loop system is computed by

X (ts+1) = exp
(
δT s

)
X (ts)

uk (ts) = uk (ts)− fkζk (ts), k = 1, . . . ,n
X (ts+1) = exp (δTs) X (ts)

where ζk (ts) = −Tr
[
Z
(

X̃ (ts)
)

S̃k (ts)
]
, and the map Z is given by

(7).
The exponential of a matrix δS will be computed using a 4th-order
Padé approximation:

exp(δS) ≈ (I + δS/2 + δ2S2/12)(I − δS/2 + δ2S2/12)−1
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Example 1: Three coupled qubits
The present example was considered in Problem 1 of [N. Khaneja
and S. J. Glaser and R. Brockett] (2002) concerning three coupled
qubits..
Minimum time Tf = T ∗ for the gate generation is known.
The Hilbert space is C2 ⊗ C2 ⊗ C2, each C2 is the space of one
qubit. The propagator evolves on U(8)

The spin Pauli matrices (and the identity) are denoted by:

Ix =
1
2

(
0 1
1 0

)
, Iy =

1
2

(
0 
 0

)
, Iz =

1
2

(
1 0
0 −1

)
, I2 =

(
1 0
0 1

)

The following matrices are useful for defining the system dynamics

I1w = Iw ⊗ I2 ⊗ I2, I2w = I2 ⊗ Iw ⊗ I2, I3w = I2 ⊗ I2 ⊗ Iw

where w may represent x , y , or z.
For instance, I1x stands for Ix ⊗ I2 ⊗ I2.
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Consider the controllable quantum system model

Ẋ (t) = −ιH0X (t)− ι
7∑

k=1

uk (t)HkX (t), X (0) = X0 = I,

where the Hamiltonian matrices of the systems are given by
H0 = 2πJI1z I2z + 2πJI2z I3z (drift term), H1 = 2πI1x , H2 = 2πI1y ,
H3 = 2πI2x , H4 = 2πI2y , H5 = 2πI3x , H6 = 2πI3y , H7 = I2 ⊗ I2 ⊗ I2
(global phase control) and J = 1 is a constant (normalized value).
The aim is to generate the gate corresponding to
Xgoal = exp (−θI1z I2z I3z) whose optimal minimum generation time
is known and given by

T ∗ =

√
2πθ − (θ/2)2

2πJ

For the presented simulations one has chosen θ = π.
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The feeback gains are all equal to fk = π, k = 1,2, . . . ,7.
To initialize the reference X 0(t) of Phase 1, one one has used
T -periodic reference controls with T = 10T ∗.
One has used M = 5 (the number of sinusoidal-cosinusoidal
harmonics of the seed).
One has chosen for the seed of all simulations random (uniform
independently distributed) values of the entries of (a,b) in the
interval [−Am,Am].
One has chosen Am = 1/10000. This very small amplitude Am of
the reference input generates a reference trajectory X

0
(t) that is

close to the null input trajectory.
However, as the number of the step ` increases, the reference
input is shaped in a certain way that produce very good results.
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One has used input saturation with umax = 12 (equal saturation for
all inputs for all the steps ` ≤ 500.
When the step number ` > 500, one considers umax = 15.
This last situation will occur only with N1 > 500.
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Simulation results for Example 1. The number of steps is N1. Final time
was normalized with respect to T ∗. The error ε is the Frobenius norm
‖X (Tf )− Xgoal‖`=N1 . The run time of our MATLAB c© program regards
a standard PC with Windows 10r. The worst case fidelity regards the
probability of an error in the operation of the gate in the worst case.

Tf/T ∗ N1 Error ε run time (s) 1−F
2.0 200 1.79× 10−4 111.0 3.74× 10−9

1.35 200 1.34× 10−5 110.0 1.81× 10−11

1.3 400 0.00351 218.0 1.18× 10−6

1.1 2000 0.0098 1122.0 8.14× 10−6

1.1 5000 4.95× 10−4 2755.0 2.08× 10−8

1.0 5000 0.117 2766.0 0.00113
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Figure: Simulation results for System 1 (Three Qubits), with Tf/T ∗ = 1.3,
N1 = 400.

{Fig2}
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Switching the goal matrices in the Example 1

iteration number
0 5 10 15 20 25 30

di
st

(X
f,X

go
al

)

100

Error ǫ = dist(X(Tf ), Xgoal)

error
beta
switch

iteration number
0 5 10 15 20 25 30

in
de

x 
q

1

1.5

2

2.5

3
Index q of Xgoal,q

q
p

Figure: This picture shows the evolution of dist(X
`
(Tf ),Xgoal ) =

dist(X
`+1

(0),Xgoal ) obtained in Example 1 for N1 = 400 and Tf/T ∗ = 1.3.
Note that after a switching, the value of q is increased and this distance can
also increase but is always bounded by β = 5.

{Fig2}
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Exponential convergence of the error

iteration number
0 50 100 150 200 250 300 350 400

di
st

(X
f, 

X
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)
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101
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Figure: The figure illustrates the exponential convergence of Algorithm 1. One
notes that lim`→∞ dist(X

`
(Tf ),Xgoal ) = 0 exponentially. It presents simulation

results for System 1 (Three Qubits), with Tf/T ∗ = 1.3, and N1 = 400.
{Fig_Exponential}
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The choice of (a,b) (seed) is not that important
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Figure: This figure presents simulation results for System 1 (Three Qubits),
with Tf/T ∗ = 1.35, and N1 = 200. One shows six superposed simulations
with different choices (a,b) (seed). In each simulation, the 2Mm entries of
(a,b) are (uniformly independently) randomly chosen in the interval
(−1e − 5,1e − 5). The final error is almost independent on this choice. The
inputs that are generated in this way may vary, but the their norm is rather
independent of such choice.

{Fig_Exponential}
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Example 2: Coupled cavity-qubit

One considers the SNAP gate described in Heeres et al. [2015].
It is coupled cavity-qubit of the form

Ẋ (t) = −ι
{

H0 + H1vx (t) + H2vy (t)
}
X (t), (14) {eCavity}

H0 = Hcc + Hqq + Hint is the Hamiltonian of the system.
Hcc = Hc ⊗ I2 is the cavity Hamiltonian, with
Hc = ωc(a†a) + K2

2 (a†)2a2 + K3
6 (a†)3a3,

The qubit Hamiltonian is given by Hqq = ωq(I⊗E), with E = |e〉〈e|,
The interaction Hamiltonian is given by Hint = Hi ⊗ E , with
Hi = χ(a†a) + χ′

2 (a†)2a2 + χ′′

6 (a†)3a3.
The control Hamiltonians (only on the qubit) are H1 = In ⊗ σx and
H2 = In ⊗ σy .
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Note that there is no actuation over the cavity. Only the qubit is
driven by the two local real controls vx (t) and vy (t).
The operators a and a† are the usual destruction and creation
operators
Note the state of this system evolves on Cn ⊗ C2, and hence the
propagator X (t) is a 2n × 2n matrix.
Data: cavity frequency ωc/(2π) = 8226.787 MHz; qubit pulsation
frequency ωq/(2π) = 7627.05 MHz; dispersive shift
χ/(2π) = 8281.3 kHz and its two corrections χ′/(2π) = 48.8 kHz,
χ′′/(2π) = 0.5kHz; Kerr effect K2/(2π) = −107.9 kHz and its
correction K3/(2π) = 3.4 kHz.
In the numerical experiments, these parameters are normalized
with respect to χ. So, one chooses χ = 2π. For Tf = 4π/χ one
gets Tf = 2 n.u., where 1 n.u. is equal to 2π/χ seconds.
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THE SNAP GATE

Given a set {θ0, θ1, . . . , θn−1} ⊂ R, the SNAP is defined by the
steering the state from |k〉 ⊗ |g〉 to exp(ιθk ) (|k〉 ⊗ |g〉) for
k = 0,1, . . . ,n − 1.
The SNAP gate to be considered is defined by θ0 = 0, θ1 = π/2,
θ3 = 0, θ4 = π/2, and so on. A first set of simulations has
considered for n equal to ten levels (from level zero to level 9). A
second set of simulations has considered n equal to fifteen levels.

PEREIRA DA SILVA et al Fast Virt. Exac. Qua. Gat. Gen. 64 / 110



Examples

Fix some ωr and let

vx (t) + ιvy (t) =
[
ux (t) + ιuy (t)

]
exp(ιωr t). (15) {driven}

This is similar to the context of the Rotating Wave Approximation
(RWA), but here one will obtain an exact expression.
It is shown in the Appendix that this problem reduces to the control
of a system defined on SU(2)n = SU(2)× . . .× SU(2)︸ ︷︷ ︸

n-times

given by:

Ẇk (t) = −ι
{

(α(k)−ωr )
2 σz + σxux (t) + σyuy (t)

}
Wk (t),

k = 0,1, . . . ,n − 1,
(16) {eCavitySU2n}

α(k) = ωq + 〈k |Hi |k〉 , k = 0,1, . . . ,n − 1. The matrices Wk (t)
evolves on SU(2).
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One may show that the proposed control problem regarding the
SNAP gate is equivalent to steering the ensemble (16) from
Wk (0) = I2 to Wk (Tf ) = Wgoal,k for k = 0, . . .n − 1, where:

Wgoal,k = exp
(
ι
ωr

2
Tfσz

)[ exp[ι(θk + γ(k))] 0
0 exp[−ι(θk + γ(k))]

]
,

(17) {eWgoal}
γ(k) = exp

{
ι
[
α(k)

2 + β(k)
]

Tf

}
and

β(k) = 〈k |Hc |k〉 , k = 0,1, . . . ,n − 1.
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Note that SU(2)n is (canonically) a Lie group.
The product of W 1 = (W 1

1 , . . .W
1
n ), W 2 = (W 2

1 , . . .W
2
n ) ∈ SU(2)n

is defined by W 1W 2 = (W 1
1 W 2

1 , . . .W
1
n W 2

n ).
Lie brackets may be defined componentwise and the controllability
of system (16) was checked by a computer program for the given
set of parameters ωc , ωq, χ, χ′, χ′′, K2, K3.
The algorithm proposed in this paper may be applied with some
trivial adaptations and a convenient Lyapunov function.
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Given a reference trajectory W (t) = (W 1(t), . . . ,W n(t)), clearly
the error matrix is W̃ (t) = W

†
(t)W (t) = (W̃1(t), . . . , W̃n(t)) =

(W
†
1(t)W1(t), . . .W

†
n(t)Wn(t)).

Simple manipulations produce the error matrix dynamics:

˙̃W k (t) = −ι
{
σ̃k

x (t)ux + σ̃k
y (t)uy

}
W̃k (t), k = 0,1, . . . ,n − 1, (18) {eCavitySU2ntil}

σ̃k
x (t) = W

†
k (t)σxW k (t) and σ̃k

y (t) = W
†
k (t)σyW k (t).

LetW = {W ∈ SU(2) | det(W + I2) 6= 0}. Define the Lyapunov
function L :Wn → R by L(W̃1, . . . , W̃n) =

∑n
k=1 V(W̃k ), where V

is the Lyapunov function of this paper.
L vanishes only at I = (I2, I2, . . . , I2).
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Computations similar to the ones presented in Silveira et al. [2014]
Silveira et al. [2016] give: d

dtL(W̃ (t)) = ũxFx (t) + ũyFy (t),

Fx (t) = −∑n
i=1 4trace

[
(W̃k (t)− I2)(W̃k (t) + I2)−3σ̃k

x

]

Fy (t) has a similar expression, replacing σ̃k
x by σ̃k

y .
The control law (ũx (t), ũy (t)) = (−KxFx (t),−KyFy (t)), where
Kx > 0 and Ky > 0 are (real) feedback gains, assures that L̇ ≤ 0,
One may adapt all the results of Silveira et al. [2016] to this
system, showing exponential convergence of W̃ (t) to I.
One has translated the SNAP gate problem of Heeres et al. [2015]
to a gate generation for system (16).
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This problem may be solved, with trivial adaptations, by the
techniques of the present paper for the Lie group SU(2)n and the
Lyapunov function L.
In a first set of simulations, ten levels were regarded
(n = 0,1, . . . ,9), with the SNAP gate defined by the angles θ0 = 0,
θ1 = π/2, θ2 = 0, θ3 = π/2, . . . , θ9 = π/2. A second set of
simulations has considered n = 15.
No input saturation was taken into account. However, one has
considered time-varying gains Kx (t) = Ky (t) = |χ/(2.5)|K (t),
where K (t) is the function depicted in the bottom right plot of
Figure 11.
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As in Example 1 one has chosen for the seed the two simulations
(for once and for all) random (uniform distributed) values of (a,b)
in the interval [−Am,Am] with Am = 1/100000.
The other parameters are α = 0.070 (corresponding to p = 14
different goal matrices for the switching policy) and β = 2α,
ωr = ωq.
One defines the Frobenius norm
‖W (t)−Wgoal‖ =

√∑n
k=0 ‖Wk (t)−Wgoal,k‖2, which is a notion of

distance of the actual propagator from the goal propagator.
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The Table 2 summarizes the obtained results for ten levels of the
cavity. Note that Tf is the final time in n.u., where 1 n.u. is equal to
2π/χ seconds, N1 is the number of steps of the RIGA,
ε = ‖W (Tf )−Wgoal‖, and the run time of each numerical experiment is
given in seconds for a standard PC with Windows 10r. The worst
case fidelity F is computed regarding the original propagator which is
a 2n × 2n matrix, with n = 10.

Tf N1 Error ε run time (s) 1−F
2.0 300 0.00113 413.0 1.07× 10−7

2.0 600 3.37× 10−6 826.0 5.58× 10−13
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The Figure 11 depicts the simulation results for Tf = 2n.u., where 1
n.u. is equal to 2π/χ seconds, and N1 = 600. Note that the feedback
gains are modulated by the function K (t) of the subfigure at the bottom
left position.
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Figure: Simulation results for System 2 with Tf = 2n.u. and N1 = 600. Recall
that 1 n.u. is equal to 2π/χ seconds. Here,

‖W (t)−Wgoal‖ =
√∑n

k=0 ‖Wk (t)−Wgoal,k‖2.
{Fig5}
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The Table 3 summarizes the obtained results for fifteen levels of the
cavity. Note that Tf is the final time in n.u., where 1 n.u. is equal to
2π/χ seconds, N1 is the number of steps of the RIGA,
ε = ‖W (Tf )−Wgoal‖, and the run time of each numerical experiment is
given in seconds for a standard PC with Windows 10r. The worst
case fidelity F is computed regarding the original propagator which is
a 2n × 2n matrix, with n = 15.

Tf N1 Error ε run time (s) 1−F
2.0 1200 0.022 2733.0 3.38× 10−5

2.0 2400 0.0026 7399.0 4.79× 10−7
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Benchmark for a comparison between GRAPE and
RIGA

This third set of numerical experiments is a benchmark proposed
in [Leung et al., 2017, section D] for testing a implementation of
GRAPE. The goal is to generate a Hadamard gate.
The system is a coupled N-qubits system

H(t) = J0

[
N−1∑

s=1

σ
(s)
z σ

(s+1)
z

]
+J

[
N∑

k=1

uxk (t)σ(k)x + uyk (t)σ(k)y

]
+Jgug(t)I,

(19) {example}
where σx , σy , σz are the Pauli matrices.
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Benchmark for a comparison between GRAPE and
RIGA

The system (19) is considered with J0 = J = Jg = 2π100 MHz.
The inputs are considered to be bounded with ‖uk (t)‖ ≤ 5 for
k = 1, . . . ,m. The final time Tf = 2N × 10−9(s) where N is the
number of qubits, the dimension of the Hilbert space is n = 2N

and m = 2n + 1.
The experiments have considered the infidelity function given by
I = 1− ‖1

n traceX †goalX (Tf )‖2. The RIGA is performed until I is
less than 0.001.
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The value of Nsim = 10N is considered in Leung et al. [2017] for
GRAPE.
The value of Nsim and the feedback gains K (fk = K for all k ) used
by RIGA are given in Table 2.
The RIGA does not work well when Nsim is too low, which means
that the quality of the numerical integration is poor.
For instance, for N = 9 and N = 10, the convergence was too
slow for Nsim = 10N. So we have used Nsim = 15N, which has
presented good results.

PEREIRA DA SILVA et al Fast Virt. Exac. Qua. Gat. Gen. 77 / 110



Examples

Random matrices ã, b̃ in R11×20 with entries in [−1,1] were
generated for once and for all, to be used in all numerical
experiments. Then a1,b1 are respectively the submatrices
ã(1 : m,1 : M) and b̃(1 : m,1 : M) (in MATLAB notation).
The values of M are given in table 2. The chosen amplitudes for
the seed (24) are Am = 2/M, and a = Ama1, b = amb1 and
T = πTf .
The policy of choosing X goal in each step ` that was considered is
the one of (13), which has presented better results than the one
described in Algorithm C. The input saturation function that was
used is the smooth version that is described in the paper.

PEREIRA DA SILVA et al Fast Virt. Exac. Qua. Gat. Gen. 78 / 110



Examples

N iterations run time (s) Nsim M K infidelity I
2 13 1.68 10 N 10 10/J 0.0007904
3 20 1.85 10 N 10 10/J 0.0009176
4 58 5.10 10 N 11 2/J 0.0009897
5 59 8.43 10 N 10 2/J 0.0009932
6 103 69.18 10 N 14 1/J 0.000988
7 89 272.6 10 N 14 0.5/J 0.0009879
8 251 4640 10 N 14 0.25/J 0.0009982
9 232 61992 15 N 14 0.125/J 0.0009992
10 221 485336 15 N 14 0.0625/J 0.0009974

Table 2: Results of the Benchmark for comparison with GRAPE
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Our numerical experiments are done in a CPU Intel(R) Core(TM)
I5 7200U 2.5 GHz with 8G bytes of RAM. The RIGA was
implemented as a (non-compiled) “m-file” and executed in
MATLABr R2015a in a Windows 10 environment.
The CPU model used by Leung et al. [2017] was an Intel Corer
i7-6700K CPU 4.00 GHz and a GPU NVIDIAr Teslar K40c and
GRAPE was implemented in the TensorFlow library developed by
Google’s machine intelligence research group Abadi et al. [2016].
Their software cannot run in our Windows platform, and so this
comparison must take into account the difference of CPU’s. The
CPU benchmarks are 4612 for our CPU and 11109 for their CPU
(2.4 times faster than ours).
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The software implementation of RIGA may be improved a lot, by
optimizing the software and compiling the m − file.
Even so, the results of the benchmark indicates that performance
of the RIGA in our CPU is comparable, and even better in many
cases, with ones of Leung et al. [2017] in their CPU.
If the CPU speed is taken into account, the runtime of our results
are at least 2 times faster than GRAPE. The case N = 10 is four
times faster than GRAPE, which indicates that our performance is
very good in high dimensions.
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This means that RIGA is a promising algorithm, but more tests
must be done also comparing the qualities of the results in other
examples.
A disadvantage of the RIGA is the fact that its performance is
dependent on the choice of the gain K .
The authors are studying an automatic tuning policy for K .
The performance of RIGA also depends on the parameters that
determine its seed (T , M, Am, a = Ama1 and b = Amb1.
This last fact is natural, and the performance of GRAPE is also
affected by the choice of its seed.
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Figure: Left: Benchmark results for RIGA. Top Right: Comparison of run time
between RIGA and GRAPE. A correction could be done taking into account
the CPU speeds. In this case the results of RIGA could be considered to be
2.4 faster than the ones shown in this figure.
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Figure: Generated inputs for N = 10 qubits. Note that, even with a low
number of simulation points Nsim = 15N, the generated input is quite smooth.
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Figure: Generated inputs for N = 6 qubits. Note that, with this low number of
simulation points Nsim = 10N, it is possible to see the effect of the
discretization on the generated input.
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Figure: Generated inputs for N = 6 qubits. Now we have increased the value
of Nsim to Nsim = 20N. The generated inputs are smoother than the ones
generated with Nsim = 10N. An increase of Nsim also implies in a increase of
runtime of each iteration. {inputs_10}
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Effect of the choice of Nsim in RIGA
An increase of Nsim implies in “smoother” generated inputs.
An increase of Nsim also implies in a increase of runtime of each
iteration.
However the RIGA may present a faster convergence with a
greater value of Nsim, in the sense of a smaller total number of
iterations, perhaps with a greater runtime.
For instance, for N = 6 and Nsim = 10N, the RIGA has attained
the desired fidelity of the benchmark in step ` = 103.
For the same N = 6 and Nsim = 20N, the desired fidelity was
obtained in step ` = 77.
In the numerical implementation of RIGA, the inputs are assumed
to be piecewise constant in each interval [sδ, (s + 1)δ) where
δ = Tf/Nsim and s = 1,2, . . . ,Nsim.
Note that Nsim must be compatible with the technology for
generating the inputs in real time.
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A MATLAB software was developed for implementing the RIGA.
This software can be optimized for obtaining a CAD for Quantum
Gate Generation that could be faster than GRAPE.
The complexity of each step of the RIGA corresponds essentially
to the simulation of the closed loop system in the interval [0,Tf ].
One may include input saturations in this Algorithm, which may be
useful in practical applications. A smooth version of a saturation
function was tested in the benchmark, showing excellent results.
One may include a modulation of the feedback-gains of each step,
which is able to generate null inputs for t = 0 and for t = Tf (see
Example 2). This is a smoothing process of the inputs, and tends
to generate a small bandwidth, which is important in practical
applications.
In the chosen examples, the RIGA was able to solve the Strong
Quantum Gate Generation problem in a final time Tf (fixed a
priori) and with arbitrary precision, at least when Tf is grater than
the minimal time.
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In Example 1, where the minimum time T ∗ is known, we have
verified that the RIGA has worked very well even for Tf = T ∗.
The ideas of the RIGA can be easily adapted to other Lyapunov
functions (see Example 2).
We have produced excellent results for the fast generation of the
SNAP gate with 10 levels of the cavity of Example 2.
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As each step of our algorithm is the simulation of a closed-loop
stabilized system, one obtains in the end a well behaved scheme
from the numerical point of view.
Our method has feasible complexity and excellent performance,
even when compared with numerical schemes like GRAPE
Khaneja et al. [2005].
When compared with GRAPE, our method can cope with
restrictions on the inputs without penalties in the final fidelity.
The benchmark considered in this paper seems to demonstrate
that RIGA can be superior to GRAPE, at least in this example.
The quality of the generated inputs of RIGA and GRAPE must be
compared as well. The the runtime is only a measure of software
performance. A more complete comparison must be made in the
future, with other examples.
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The RIGA was able to generate the Hadamard gate for the
benchmark for N = 10 qubits with a run time that was the half of
the runtime of GRAPE. If the CPU speed is taken into account,
the RIGA would be 4 times faster than GRAPE.
Another feature of our method is the fact that its convergence is
guaranteed by a mathematical result.
It is possible that our method may be combined with GRAPE in
some situations and this seems to be interesting to investigate.
The RIGA may be combined with a Fixed-point method, and this
may improve its performance in some cases. Preliminary results
in this direction are reported in Pereira da Silva et al. [2018].
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José P. Palao and Ronnie Kosloff. Optimal control theory for unitary
transformations. Phys. Rev. A, 68(6):062308–, December 2003.
URL http:
//link.aps.org/doi/10.1103/PhysRevA.68.062308.

Yu Pan, V. Ugrinovskii, and M. R. James. Lyapunov analysis for
coherent control of quantum systems by dissipation. In 2015
American Control Conference (ACC), pages 98–103, July 2015. doi:
10.1109/ACC.2015.7170718.

PEREIRA DA SILVA et al Fast Virt. Exac. Qua. Gat. Gen. 97 / 110

http://link.aps.org/doi/10.1103/PhysRevLett.89.188301
http://link.aps.org/doi/10.1103/PhysRevLett.89.188301
http://link.aps.org/doi/10.1103/PhysRevA.68.062308
http://link.aps.org/doi/10.1103/PhysRevA.68.062308


References

P. S. Pereira da Silva, P. Rouchon, and H. B. Silveira. Geração rápida e
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Obtaining the cavity-qubit model in SU(2)n

Obtaining the model of System 2

One obtains the simplified model (16) of Example 2. This model
evolves on in SU(2)n.
Choose the natural basis of Cn ⊗ C2 given by

B = {|k ,g〉, |k ,e〉 : k = 0,1, . . . ,n} ,

where |k ,g〉 and |k ,e〉 denotes respectively |k〉 ⊗ |g〉 and |k〉 ⊗ |e〉.
By direct computation of the blocks one may show that the
matrices H0, H1, H2 of the model (14) are block diagonal and its
diagonal is composed by n square blocks of 2-dimensional
complex matrices.
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We show now that these matrices are bock diagonal.
Let {e1,e2} be the canonical basis of C2 and let f 1

k = |k ,g〉 and
f 2
k = |k ,e〉. Then the {lk}-block of Hp can be computed by the

expression 〈ei |Hplk |ej〉 = 〈f i
l |Hp|f j

k 〉,p = 0,1,2.
Simple computations shows that Hplk = 0 if l 6= k , for p = 0,1,2.
One can also show that H0k ,k = β(k)I2 + α(k)E , for
k = 0,1, . . . ,n − 1,
Recall that E = |e〉〈e|, α(k) = ωq + 〈k |Hi |k〉, and
β(k) = 〈k |Hc |k〉 , k = 0,1, . . . ,n − 1.
Furthermore H1k ,k = σx and H2k ,k = σy , for k = 0,1, . . . ,n − 1.
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One assumes that the propagator X is also decomposed in
2-dimensional complex blocks Xij : i , j ∈ {1, . . . ,n}. Assume that
the initial condition X (0) is also block-diagonal with this same
structure.
For simplicity, denote Xkk by Xk . Then it is easy to show that:

Ẋij(t) = 0, i , j ∈ {0, . . . ,n − 1}, i 6= j ,

Ẋk (t) = −ι
{
β(k)I2 + α(k)E + σxvx (t) + σyvy (t)

}
Xk (t), k ∈ {0, . . . ,n − 1}.

Note that E = 1
2 {σz + I2}. Hence the relevant part of the

dynamics reads

Ẋk (t) = −ι
{
α(k)

2
σz +

(
α(k)

2
+ β(k)

)
I2 + σxvx (t) + σyvy (t)

}
Xk (t), k ∈ {0, . . . ,n−1}.

PEREIRA DA SILVA et al Fast Virt. Exac. Qua. Gat. Gen. 103 / 110
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Define γ(k) =
(
α(k)

2 + β(k)
)

. Consider the phase change (this is
not a global phase since γ depends on k ):

Yk (t) = exp(ιγ(k)t)Xk (t).

Then it is easy to prove that

Ẏk (t) = −ι
{
α(k)

2
σz + σxvx (t) + σyvy (t)

}
Yk (t), k ∈ {0, . . . ,n−1}.

Fix an angular frequency ωr and consider the rotating coordinate
change:

Wk (t) = exp

(
ιωr t

2
σz

)
Yk (t).

Then one shows that

Ẇk (t) = −ι
{

(α(k)− ωr )

2
σz + σ̂x (t)vx (t) + σ̂yvy (t)

}
Wk (t), k ∈ {0, . . . ,n−1}.

Whereσ̂x (t) = exp
(
ιωr t

2 σz
)
σx exp

(−ιωr t
2 σz

)
and

σ̂y (t) = exp
(
ιωr t

2 σz
)
σy exp

(−ιωr t
2 σz

)
.
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Now assume that the inputs vx (t) and vy (t) are driven by the
auxiliary inputs ux (t) and uy (t) as

vx (t) + ιvy (t) =
[
ux (t) + ιuy (t)

]
exp(ιωr t).

Then substituting this expression in the last equation, and taking
into account the trigonometric identities and commutation
relations of the Pauli matrices one shows that

σ̂x (t)vx (t) =
ux

2
σx +

uy

2
σy + Gx (t),

σ̂y (t)vy (t) =
ux

2
σx +

uy

2
σy + Gy (t),

where
Gx (t) =

{
ux cos(2ωr t)−uy sin(2ωr t)

2

}
σx +

{
−ux sin(2ωr t)−uy cos(2ωr t)

2

}
σy

and Gy (t) = −Gx (t).

PEREIRA DA SILVA et al Fast Virt. Exac. Qua. Gat. Gen. 105 / 110



Obtaining the cavity-qubit model in SU(2)n

REMARK. This means that the expression (16) is exact (it is not a
Rotating Wave Approximation).
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REMARK: Note that the dynamics of Wk (t) and Yk (t) evolves on
SU(2). Hence, one may show that the choice of (17) is unique for
assuring that the construction of the desired SNAP gate respects also
the fact that Wgoal,k must be in SU(2).

PEREIRA DA SILVA et al Fast Virt. Exac. Qua. Gat. Gen. 107 / 110



Computing Worst-Case Gate Fidelity

Summary

8 Obtaining the cavity-qubit model in SU(2)n

9 Computing Worst-Case Gate Fidelity

PEREIRA DA SILVA et al Fast Virt. Exac. Qua. Gat. Gen. 108 / 110



Computing Worst-Case Gate Fidelity

Gate Fidelity
Fidelity is a measure of distance between quantum states.
It is originally defined for density matrices ρ, σ by
F(ρ, σ) = trace

(√√
ρσ
√
ρ
)
.

For pure normalized states ρ = |φ〉〈φ| and σ = |ψ〉〈ψ| in Cn (in
bra-ket notation, one denotes 〈φ| = |φ〉†)

F(ρ, σ) = ‖〈ψ|φ〉‖
.
In particular the square of the fidelity may be interpreted as the
probability of state transition.
Assume that Xgoal ∈ U(n) is the desired gate and Xf = X (Tf ) is
the obtained gate. The worst case fidelity F(Xgoal ,Xf ) is defined
by

F(Xgoal ,Xf ) = min
|φ〉∈SC

∥∥∥〈φ|X †goalXf |φ〉
∥∥∥ ,

where SC is the set of normalized (unitary) vectors of Cn.
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Computing the worst-case gate fidelity
The following result may be proved by the method of Lagrange
multipliers:

Theorem

Let X̃ = X †goalXf . Assume that the Schur decomposition of X̃

(eigenstructure in this case) is X̃ = U†ΣU, where
Σ = diag[exp(ιθ1), . . . , (ιθn)] and U ∈ U(n). Let {e1, . . . ,en} be the
canonical basis of Cn. Consider the subset
V = {vij ∈ C | vij =

√
2

2 ei +
√

2
2 ej , i = 1, . . . ,n − 1, j = i + 1, . . . ,n}. Let

Fe = minvij∈V{‖v
†
ij Σvij‖}. Then, 0 ≤ F(Xgoal ,Xf ) ≤ Fe. If there exits an

interval I = [θa, θb] ⊂ R with θb − θa < π such that, for all i ∈ {1, . . . ,n},
there exists ki ∈ Z such that θi + 2kiπ is inside I, then
F(Xgoal ,Xf ) = Fe. In particular, the last equality is true if
−π/2 < θi < π/2 for all i = 1, . . . ,n.
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