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1. Multivariate QQ-Plot
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Figure 1. Multivariate QQ-Plot:Toothbrush Data (left hand panel) and Hygroscopic Solid Dosage Data (solid

dosage A: middle panel and solid dosage B: right hand panel).
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Figure 2. Multivariate QQ-Plot: Mouth Rinse Data. Control mouth rinse (left hand panel); experimental
mouth rinse A (middle panel) and experimental mouth rinse B (right hand panel).

2. Observed Information Matrix

Considering the model defined in (3) and (4) the observed information matrix

−L̈ = − ∂
2`(θ)

∂θ∂θT
,

were obtained in closed form expressions and the elements of the matrix are given by:
∂2`(θ)
∂βi∂βTi

=
ni∑
j=1

σ2xb
−1
i (D−1(σ2

ei)vijvij
TD−1(σ2

ei))− 2σ4xb
−2
i Cij (D

−1(σ2
ei)[βivij

T+

vijβ
T
i ]D−1(σ2

ei)) + 2σ4xb
−2
i (1 + 2σ2xb

−1
i Gij )D

−1(σ2
ei)βiβ

T
i D

−1(σ2
ei)− {µ

2+

σ2xb
−1
i (1 + 2µCij + σ2xb

−1
i Gij )}D−1(σ2

ei);

∂2`(θ)
∂βi∂µ

=
ni∑
j=1
−2b−2

i Cijσ
2
xD

−1(σ2
ei)βi + b−1

i D
−1(σ2

ei)vij ;

∂2`(θ)
∂βi∂σ2

δ
=

ni∑
j=1
−σ4xσ−4

δ b−2
i

{
1− 2(xij − µ)Cij + 2σ2xb

−1
i Gij

}
D−1(σ2

ei)βiD
−1(σ2

ei)βi−

2



σ2xσ
−4
δ b−1

i

{
(xij − µ)− σ2xb−1

i Cij
}
D−1(σ2

ei)vij ;

∂2`(θ)
∂βi∂σ2

x
=

ni∑
j=1
−b−2

i D
−1(σ2

ei)βi − 2b−3
i σ2xGijD

−1(σ2
ei)βi + b−2

i CijD
−1(σ2

ei)vij ;

∂2`(θ)
∂βi∂σ2

ei

T =
ni∑
j=1

σ2xb
−1
i

{
−D−1(σ2

ei)vijdij
TD−2(σ2

ei)D(βi) +D−2(σ2
ei)D(βi)− σ2xb−1

i

D−1(σ2
ei)βiβ

T
i D

−2(σ2
ei)D(βi)

}
−µD−2(σ2

ei)D(dij )−σ4xb−2
i Gij{2σ2xb−1

i D
−1(σ2

ei)

βiβ
T
i D

−2(σ2
ei)D(βi)−D−2(σ2

ei)D(βi)} − σ2xb−1
i Cij

{
D−2(σ2

ei)D(vij )− σ2xb−1
i

D−1(σ2
ei)
[
2βidij

T + vijβ
T
i

]
D−2(σ2

ei)D(βi)
}

;

∂2`(z,θ)
∂µ∂µ = −

p∑
i=1

ni∑
j=1

{
(1− b−1

i )σ−2
x

}
; ∂2`(θ)

∂µ∂σ2
x

= −
p∑
i=1

ni∑
j=1

(b−1
i − b

−2
i )σ−2

x Cij ;

∂2`(θ)
∂µ∂σ2

δ
= −

p∑
i=1

ni∑
j=1

b−1
i σ−4

δ

{
(xij − µ)− σ2xb−1

i Cij
}

;

∂2`(θ)
∂µ∂σ2

ei

T =
ni∑
j=1

b−2
i σ2xCijβ

T
i D

−2(σ2
ei)D(βi)−b−1

i dij
TD−2(σ2

ei)D(βi);

∂2`(θ)
∂σ2

δ∂σ
2
δ

= −1
2

p∑
i=1

ni∑
j=1

{
−σ−4

δ + (2− σ2xσ−2
δ b−1

i )σ−6
δ σ2xb

−1
i − 4σ2xσ

−6
δ b−1

i (1− σ2xσ−2
δ b−1

i )

(xij − µ)Cij + 2σ4xσ
−6
δ b−2

i (1− σ2xσ−2
δ b−1

i )Gij + 2σ−6
δ (1− σ2xσ−2

δ b−1
i )(xij − µ)2

}
;

∂2`(θ)
∂σ2

δ∂σ
2
x

= −1
2

p∑
i=1

ni∑
j=1

{
−σ−4

δ b−2
i − 2b−3

i σ2xσ
−4
δ Gij + 2b−2

i σ−4
δ (xij − µ)Cij

}
;

∂2`(θ)
∂σ2

δ∂σ
2
ei

T = −1
2

ni∑
j=1

{
b−2
i σ−4

δ

{
σ4x
[
2(xij − µ)Cij − 2σ2xGijb

−1
i − 1

]
βTi D

−2(σ2
ei)D(βi)

}
−

b−1
i σ−4

δ (2σ2x(xij − µ− σ2xb−1
i Cij )dij

TD−2(σ2
ei)D(βi))

}
;

∂2`(θ)
∂σ2

x∂σ
2
x

= −1
2

p∑
i=1

ni∑
j=1

{
−σ−4

x [1− b−1
i (2− b−1

i )] + 2σ−2
x b−2

i (1− b−1
i )Gij

}
;

∂2`(θ)
∂σ2

x∂σ
2
ei

T = 1
2

ni∑
j=1
{ b−2

i (1 + 2b−1
i σ2xGij )β

T
i D

−2(σ2
ei)D(βi)− 2b−2

i Cijdij
TD−2(σ2

ei)

D(βi) } ;

∂2`(θ)
∂σ2

ei
∂σ2

ei

T = 1
2

ni∑
j=1
{ − 2D(dij )D

−3(σ2
ei)D(dij ) + 2σ2xb

−1
i D(βi)D

−2(σ2
ei)dijdij

T

D−2(σ2
ei)D(βi)− σ2xb−1

i [2D(βi)D
−3(σ2

ei)D(βi)− σ2xb−1
i D(βi)D

−2(σ2
ei)βiβ

T
i

D−2(σ2
ei)D(βi)]−2σ4xb

−2
i Gij [D(βi)D

−3(σ2
ei)D(βi)−σ2xb−1

i D(βi)D
−2(σ2

ei)βiβ
T
i

D−2(σ2
ei)D(βi)] + 4σ2xb

−1
i Cij (D(βi)D

−3(σ2
ei)D(dij )− 1

2σ
2
xb

−1
i D(βi)D

−2(σ2
ei)

(βidij
T + dijβ

T
i )D−2(σ2

ei)D(βi)) +D−2(σ2
ei) } ;

with Cij , vij and Gij as defined in Section 3 of the manuscript.

3. Perturbation Schemes

Let

∆((4p+3)×N) =
∂2`(θ | ω)

∂θ∂ωT

∣∣∣∣
θ=θ̂,ω=ω0

= (∆θ11
, . . . ,∆θpnp )

∣∣∣
θ=θ̂,ω=ω0

,

3



where ∆θij = (∆T
β1ij , . . . ,∆

T
βpij ,∆µij ,∆σ2

xij ,∆σ2
δ ij
,∆T

σ2
e1
ij , . . . ,∆

T
σ2
ep
ij )

T
((4p+3)×1), i =

1, . . . , p, j = 1, . . . , ni, and N =
∑p

i=1 ni.

After algebraic manipulations, the elements of the matrix ∆ for each perturbation
scheme were obtained and are given as follows:

• Explanatory variable perturbation scheme

In this case, the observed value of the perturbed covariate is given by

xijω = xij + Sxωij ,

i = 1, . . . , p, j = 1, . . . , ni, where Sx is some scale factor, so that the perturbed
log likelihood function may be written as

`(θ | ω) = −3N

2
log(2π)− 1

2

p∑
i=1

ni log |Vi|−
1

2

p∑
i=1

ni∑
j=1

(z∗ij −mi)
TV −1

i (z∗ij −mi),

with z∗ij = (xij + Sxωij , y1ij , y2ij )
T and the no perturbation vector ω0 = 0N =

(0, . . . , 0)T . The elements of the matrix ∆ are given by

∆βiij = σ2xσ
−2
δ b−1

i Sx{−2σ2xb
−1
i CijD

−1(σ2
ei)βi +D−1(σ2

ei)vij};
∆µij = Sxσ

−2
δ b−1

i ;

∆σ2
δ ij

= σ−4
δ Sx(1− σ−2

δ σ2xb
−1
i )

[
(xij − µ)− σ2xCijb−1

i

]
;

∆σ2
xij = σ−2

δ b−2
i SxCij ;

∆σ2
ei
ij = Sxσ

2
xb

−1
i σ−2

δ

{
σ2xb

−1
i CijD(βi)D

−2(σ2
ei)βi −D(βi)D

−2(σ2
ei)dij

}
.

• Case weight perturbation scheme

The log likelihood function of the perturbed model is given by

`(θ|ω) =

p∑
i=1

ni∑
j=1

ωij logf(zij ,θ)

= −3
2 log(2π)

p∑
i=1

ni∑
j=1

ωij − 1
2

ni∑
j=1

ωij − 1
2

p∑
i=1

ni∑
j=1

ωij (zij −mi)
TV −1

i (zij −mi),

with the no perturbation vector ω0 = 1N = (1, . . . , 1)T . Then, the elements of
the matrix ∆ are given by

∆βiij = (µ+ σ2xb
−1
i Cij )D

−1(σ2
ei)dij − σ

2
xb

−1
i (1 + σ2xb

−1
i Gij + µCij )D

−1(σ2
ei)βi;

∆µij = b−1
i Cij ;

∆σ2
δ ij

= −1

2
{σ−2

δ [1− σ−2
δ (σ2xb

−1
i + (xij − µ)2)] + σ2xσ

−4
δ b−1

i [2(xij − µ)Cij − σ2xb−1
i

Gij ]};

∆σ2
xij = −1

2
{σ−2

x (1− b−1
i )− b−2

i Gij};

4



∆σ2
ei
ij =

1

2
D(Dij)D

−2(σ2
ei)dij − σ

2
xb

−1
i CijD(βi)D

−2(σ2
ei)dij +

1

2
σ2xb

−1
i {σ

2
xb

−1
i

Gij + 1}D(βi)D
−2(σ2

ei)βi −
1

2
D−1(σ2

ei)12;

i = 1, . . . , p, j = 1, . . . , ni.

• Variance perturbation scheme

In this perturbation, we perturb the measurement error variances, so that

σ2δω =
σ2δ
ωij

, σ2e1ω =
σ2e1
ωij

and σ2e2ω =
σ2e2
ωij

,

i = 1, · · · , p, j = 1. · · · , ni. Thus, the log likelihood function of the perturbed
model is given by

`(θ | ω) = −3N

2
log(2π)− 1

2

p∑
i=1

ni∑
j=1

log |V ∗∗
ij |−

1

2

p∑
i=1

ni∑
j=1

(zij −mi)
T (V ∗∗

ij )−1(zij −mi),

with

V ∗∗
ij =


σ2x + σ2

δ

ωij
β1iσ

2
x β2iσ

2
x

β1iσ
2
x β21iσ

2
x +

σ2
e1i

ωij
β1iβ2iσ

2
x

β2iσ
2
x β1iβ2iσ

2
x β22iσ

2
x +

σ2
e2i

ωij

 (1)

and the no perturbation vector ω0 = 1N = (1, . . . , 1)T . The elements of the
matrix ∆, in this case, are given by

∆βiij = −σ2xb−2
i D

−1(σ2
ei)βi + µD−1(σ2

ei)dij + σ2x

[
−σ2xb−3

i (2 + bi)C
2
ijD

−1(σ2
ei)

βi + b−2
i (1 + bi)CijD

−1(σ2
ei)(yij − 2βiµ)

]
;

∆µij = b−2
i Cij ;

∆σ2
δ ij

= −1

2

{
−σ−4

δ σ2xb
−2
i − σ

−4
δ

[
(xij − µ)2 + σ2xb

−3
i Cij

(
σ2xCij (2 + bi)− 2bi

(bi + 1)(xij − µ)
)]}

;

∆σ2
xij = −

b−3
i

2

{
σ−2
x bi(bi − 1)− 2C2

ij

}
;

∆σ2
ei
ij = −1

2

{
−σ2xb−2

i D(βi)D
−2(σ2

ei)βi −D(dij )D
−2(σ2

ei)dij − σ
2
xb

−3
i Cij

[
σ2x

(bi + 2)CijD(βi)D
−2(σ2

ei)βi −2bi(bi + 1)D(βi)D
−2(σ2

ei)dij
]}

; .
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i = 1, . . . , p, j = 1, . . . , ni.

• Response variable perturbation scheme

Consider the following perturbation in the response variables{
y1ijω = y1ij + Sy1iωij
y2ijω = y2ij + Sy2iωij , i = 1, . . . , p, j = 1, . . . , ni,

where Sy1i and Sy2i are scale factors. The perturbed log likelihood function in
this case is given by

`(θ | ω) = −3N

2
log(2π)− 1

2

p∑
i=1

ni log |Vi|−
1

2

p∑
i=1

ni∑
j=1

(z∗∗ij −mi)
TV −1

i (z∗∗ij −mi),

with z∗∗ij = (xij , y1ij + Sy1iωij , y2ij + Sy2iωij )
T and the no perturbation vector

ω0 = 0N = (0, . . . , 0)T . The elements of the matrix ∆ can be written as

∆βiij = σ2xb
−1
i (βTi D

−1(σ2
ei)Syi)(D

−1(σ2
ei)(yij − 2βiµ)− 2b−1

i σ2xCijD
−1(σ2

ei)βi)

+ (σ2xb
−1
i Cij + µ)D−1(σ2

ei)Syi ;

∆µij = b−1
i (βTi D

−1(σ2
ei)Syi);

∆σ2
δ ij

= σ2xσ
−4
δ b−1

i (σ2xb
−1
i Cij − (xij − µ))(βTi D

−1(σ2
ei)Syi);

∆σ2
xij = b−2

i Cij (β
T
i D

−1(σ2
ei)Syi);

∆σ2
ei
ij = D(Syi)D

−2(σ2
ei)dij − σ

2
xb

−1
i CijD(βi)D

−2(σ2
ei)Syiσ

2
xb

−1
i (βTi D

−1(σ2
ei)

Syi)(σ
2
xb

−1
i CijD(βi)D

−2(σ2
ei)βi −D(βi)D

−2(σ2
ei)dij );

with βi, σ
2
ei , ai, Ai, Bi, and bi, i = 1, . . . , p, as defined in (??) and (??), and Cij =

σ−2
δ (xij−µ)+((yij−βiµ)TD−1(σ2

ei)βi) = [aTi A
−1
i (zij−mi)]; dij = (yij−βiµ); vij =

(yij − 2βiµ) and Gij = σ−4
δ (xij − µ)2 + 2σ−2

δ (xij − µ)(yij −βiµ)TD−1(σ2
ei)βi+ (yij −

βiµ)TD−1(σ2
ei)βiβ

T
i D

−1(σ2
ei)(yij − βiµ) = [(zij −mi)

TBi(zij −mi)].
For the model defined in (1) and (2) of the manuscript, these matrices can be found

in Aoki [3].
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4. Mouth Rinse Data

4.1. Tables 1 and 2

Table 1. P-values from the hypothesis testing for assessing the long term homogeneity, after six months from
the baseline, of the experimental mouth rinse A and B with all the observations and by dropping subsets of

observations (H0 : β22 = β23 ).

complete without the observations
data

42 52 67 80 (22,42) (42,67) (39,40,43)
p-value
0.096 0.154 0.163 0.122 0.139 0.154 0.194 0.017

Table 2. P-values from the hypothesis testing for assessing the long term homogeneity, after three months
from the baseline, of the control mouth rinse and the experimental mouth rinse A with all the observations

and by dropping subsets of observations (H0 : β11 = β12 ).

complete without the observations
data

(39,40,43) (39,40,43,42) (39.40,43,52)
p-value
0.002 0.015 0.007 0.082

4.2. Variance Perturbation Scheme

In this subsection, we consider the variance perturbation scheme with the contribution
of eigenvector associated with the largest eigenvalue.
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Figure 3. Mouth rinse data: CNCFS forward plot for variance perturbation scheme. Contribution of the
eigenvector associated with the largest eigenvalue.

Figure 3 shows that although observations 42 and 22 are above the benchmark in
the final iteration (see also Figure 4, left hand panel) observations 39, 40 and 43 are
mostly above the benchmark for almost the entire CNCFS evolution and they are
masked in the final steps. On the other hand, observations 22 and 42 pop up in the
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final steps. Furthermore, observation 20 pops up in the final steps and it is masked
right after.
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Figure 4. Mouth rinse data: Aggregate contribution of eigenvector associated with the largest eigenvalue,
variance perturbation scheme. Index plot of m(q) (left hand panel) and plot of LD(ω(a)) versus a with

ω(a) = ωo + al (right hand panel).

To analyze the influence of these observations in the likelihood displacement, the
right hand panel of Figure 4 shows the plot of LD(ω0+al) versus a ∈ [−1, 1] along the
directions l = lk, with k = (22, 42), (20, 22, 42) and (39, 40, 43), which are, respectively,
the observations that are above the benchmark in the last iteration, observations that
pop up in the final steps and observations that were masked in the final iterations.
Clearly if we perturb in the direction of the group of observations (39, 40, 43), which
were masked in the final steps, the likelihood displacement increases more than if
we perturb in the direction of the group of observations (22, 42), which are above
the benchmark in the final step, so these observations are less influential together
than the group of observations (39, 40, 43). In addition it was considered the direction
(20, 22, 42) to see the influence of the observation 20 that also popped up in the
final steps, but was masked. In this case, if we perturb in the direction of the three
observations (20, 22, 42) that popped up in the final steps, there is a slight increase in
the likelihood displacement than if we perturb in the direction of (22, 42).

Considering the hypotheses of interest, Table 1 shows that the removal of observa-
tion 42 change the conclusion of the hypothesis testing at significance level 10%, i.e
with the removal of the observation 42 the hypothesis that the dental plaque index
reduction rate after 6 months using the experimental mouth rinse A and B are the
same is no longer rejected. The same happens if we drop the group of observations
(22,42) together. However, if we drop the observations 20, 22, 39, 40 or 43 individually,
they do not affect the inferential result of this hypothesis testing (not shown here).
On the other hand, if we drop observation 42 (global influence) from the data set and
obtain the new maximum likelihood estimates of the parameters (not shown here),
the relative change in the estimated values are small.

Moreover, if we drop the group of observations (39, 40, 43), which was masked in
the final steps, they change the result of this hypothesis testing at significance level
5%.

Table 2 considers the hypothesis that the dental plaque index reduction of the
adults who used the control mouth rinse and the experimental mouth rinse A after
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three months are the same. This hypothesis is rejected with complete data. However,
if we remove the group of observations (39,40,43) it is no longer rejected at significance
level of 5 %. Also, the removal of the observations 22, 42, 39, 40 or 43 individually or
the removal of group of observations (22,42), which appears above the bench mark in
the final step, do not change the inferential results (not shown here).

4.3. Response Variable Perturbation Scheme

Next, we consider the response variable perturbation scheme. Figure 5 gives the for-
ward plot of CNCFS considering the contribution of the eigenvector associated with
the largest eigenvalue.
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Figure 5. Mouth rinse data: CNCFS forward plot for response variable perturbation scheme. Contribution

of the eigenvector associated with the largest eigenvalue. Index plot of m(q).

Though observations 20 and 22 are above the benchmark in the final step of the
evolution of the forward plot (see also Figure 6, left hand panel), observations 7 and
19 are very close to the benchmark in the final step.

Analyzing these observations, we see that they are detached from the rest of ob-
servations from iteration s = 55 to the end of CNCFS evolution. Also, observation
7 are mostly above the benchmark from iteration s = 36 to iteration s = 85, but it
is masked in the final steps. Subject 7 had the greatest plaque index reduction from
the beginning of the study to the end of the treatment among adults who took the
control treatment. In addition, individual 7 had the least plaque index after 6 months
and the second least plaque index in the beginning of the study among subjects who
used the control mouth rinse.

The right hand panel of Figure 6 shows the plot of LD(ω0 + al) versus a ∈ [−1, 1]
along the directions l = lk, with k = 7, 19, 20 and 22. It shows that observation 22
gives the largest change in the likelihood displacement followed by the observation 7,
though the influence of these observations (7, 19, 20, 22) are close.

Also, observations 39, 40 and 43 appears above the benchmark in the beginning
of CNCFS evolution. These observations also appeared in the variance perturbation
scheme and they were above the benchmark in almost the entire CNCFS evolution
(see Figure 3). This group of observations was already analyzed and the conclusion
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was that they are jointly influential as it leads to inferential changes.
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Figure 6. Mouth rinse data: Contribution of the eigenvector associated with the largest eigenvalue, response
variable perturbation scheme. Index plot ofm(q) (left hand panel) and plot of LD(ω(a)) versus a with ω(a) =

ωo + al (right hand panel).

Moreover, Figure 6 (left hand panel) shows the index plot of m(q) corresponding to
the last iteration of Figure 5. It can be seen that small local changes in the response
variable corresponding to the control mouth rinse treatment have a larger effect on
the parameter estimates.

4.4. Case Weight Perturbation Scheme

Finally, Figure 7 shows the CNCFS forward plots for case weight perturbation scheme.
The first panel of Figure 7 (top) refers to the forward plot of CNCFS with q suffi-

ciently large so that only the contribution of the largest eigenvalue and its associated
eigenvector are considered, which clearly shows that only the observation 42 is above
the benchmark in the last iteration. Therefore, the usual index plot of m(q) (Figure
8) would only give the conclusion that observation 42 might be influential.

Subject 42 had the highest pretest dental plaque index among individuals who used
the experimental mouth rinse A and also it was already concluded that this observation
is influential (see variance perturbation scheme). Although observation 42 is the one
that appears in the last iteration with the whole data set as a possibly influential
observation, observations (39,40,43) are above the benchmark in the middle to near
the final part of the evolution of the forward search and they are masked in the final
part. These observations also appeared as influential in variance perturbation scheme
and response variable perturbation scheme. Moreover, these three observations have
similar behavior during the evolution of the forward search. In addition, observation 67
stands out from the benchmark in some steps and has similar behavior as observation
42.

Table 1 shows that the hypothesis that the dental plaque index reduction after
six months using the experimental mouth rinses A and B is the same is rejected at
significance level 10%. On the other hand, if we drop the observations 42, 67 or (42,67)
it is no longer rejected.

Table 2 shows that the hypothesis that the dental plaque index reduction of the
adults who used the control mouth rinse and the experimental mouth rinse A after
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three months is the same is rejected. But, if we remove observations (39,40,43) it is no
longer rejected at significance level of 1 %. An interesting point is that if we remove
observations (39,40,43,42) the conclusion does not change compared to the conclusion
with the whole data set.
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Figure 7. Mouth rinse data: CNCFS forward plots for case weight perturbation scheme. Contribution of

the eigenvector associated with the largest eigenvalue (top) and aggregate contribution of the two largest

eigenvalues and the associated eigenvectors (bottom).

Figure 9 (left hand panel) shows the plot of LD(ω0 + al) versus a ∈ [−1, 1] along
the directions l = lk, with k = 39, 40, 42, 43 and 67. Observation 42 causes the greatest
change in the likelihood displacement followed by observation 39. The influence of the
observations 40, 43 and 67 are very close.

Considering the aggregate contribution of the two largest eigenvalues and the as-
sociated eigenvectors with the use of the case weight perturbation scheme (Figure 7,
bottom), clearly only the observation 42 are above the benchmark in the final step of
CNCFS which refers to the usual index plot of m(q).
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Figure 9. Mouth rinse data: case weight perturbation scheme. Plot of LD(ω(a)) versus a with ω(a) = ωo+al..

As in this case there are more observations above the benchmark than the other
forward plots of CNCFS that we have analyzed earlier, one way to have an overview
of the influence of each of the observations in each iteration is the heatmap.

Figure 10 shows the heat map relative to the bottom panel of Figure 7, it shows
the degree of influence of each observation in each iteration. This graph shows all the
observations in the y axis and in the x axis is the number of the iteration. The more
influential is the observation in that iteration, darker is the color in the heatmap.
Therefore it allows an overview of the influence of each observation. It is a different
way to see which observation is more influential in each iteration of CNCFS .

Considering the bottom panel of Figure 7 (see also Figure 10), observations
(39,40,43) are above the benchmark in most of the iterations from s = 62 to s = 96
and they are masked in the final iterations. Also they have similar behavior during the
evolution of the forward search. Moreover, observation 52 are close to the benchmark
and also has similar behavior as observations 39, 40 and 43.

Furthermore, these observations can change the result of the hypotheses testing of
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interest. Table 1 concludes that with significance level 10 % the dental plaque index
reduction rate after 6 months using the experimental mouth rinse A and B are not the
same. But if we remove the observation 52 the conclusion is not the same anymore.
Also Table 2 shows that the hypothesis that the dental plaque index reduction of the
adults who used the control mouth rinse and the experimental mouth rinse A after
three months are the same is rejected. However, if we remove the group of observations
(39,40,43,52) it is no longer rejected at significance level 5 %.

In addition, the right-hand panel of Figure 9 shows that observations (39,40,43,52)
are jointly the most influential one in the plot followed by the group of observations
(39, 40, 43).

So, these are important observations that should be detected.
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Figure 10. Mouth rinse data: case weight perturbation scheme - heatmap of the forward plot of CNCFS.
Aggregate contribution of the two largest eigenvalues and the associated eigenvectors.

Considering the middle part of the evolution of the forward plot, observations (7,22)
stands out, while observations (7,19) have similar behavior. These group of observa-
tions belong to the control mouth rinse treatment and they are the one that causes the
least change in the likelihood displacement among the observations discussed earlier
(right hand panel of Figure 9).
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5. Hygroscopic Solid Dosage Data

5.1. Variance Perturbation Scheme
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Figure 11. Hygroscopic solid dosage data: CNCFS forward plot for variance perturbation scheme. Aggregate

contribution of the three largest eigenvalues and the associated eigenvectors.

Taking a look at the graph of Figure 11 (forward plot of CNCFS) observation 182
appears as a possibly influential observation in most of the iterations of CNCFS evo-
lution. However, it is masked at iteration s = 181 in the final part. Observation 182
is the solid dosage B with the highest moisture absorption from the beginning of the
study until the end of the study among the solid dosages B and also the observation
that absorbed the most moisture from the environment between the second and third
follow-up time among the solid dosages B. Moreover, among observations that are
above the benchmark in the final part of the evolution of CNCFS observations 143, 35
and 57 are detached from the rest of observations. Observation 143 is the observation
with the highest moisture absorption from the beginning of the study up to 7 days
from the beginning of the study among the solid dosage B. Observation 35 is the
solid dosage A with the second highest weight at the beginning of the study and
also after 7 days from the beginning of the study. It is also the observation with the
least absorption from the second to third follow-up time among the solid dosages A.
Observation 57 were commented before in the explanatory perturbation scheme.

Figure 12 shows the plot of LD(ω0+al) versus a ∈ [−1, 1] along the directions l = lk,
with k = 35, 57, 135, 143, 149, 157 (observations that appears as possibly influential
observations in the last iteration of CNCFS evolution or above the benchmark in the
usual index plot of m(q)) and 182 (masked observation). In the negative side of a
the masked observation, 182, is the most influential observation among the considered
observations, while on the positive side of a it appears as the second most influential
observation.
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Figure 12. Hygroscopic solid dosage data: variance perturbation scheme. Plot of LD(ω(a)) versus a with
ω(a) = ωo + al.

5.2. Case Weight Perturbation Scheme

Considering the case weight perturbation scheme, it can be seen that observations
182 and 127 appears as possibly influential observations in most iterations in the first
half of CNCFS evolution (Figure 13), but they are masked after iteration s = 139.
Observation 182 appeared as masked observation in variance perturbation scheme and
observation 127 also appeared as masked observation in explanatory variable pertur-
bation scheme. Moreover, observation 6 are detached from the rest of observations
that are above the benchmark in the final part of CNCFS evolution. Observation 6 is
the solid dosage A with the least weight in the beginning of the study and also after
7 days among the solid dosages A. Also, it has the second least weight after 14 days.
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Figure 13. Hygroscopic solid dosage data: CNCFS forward plot for case weight perturbation scheme. Ag-

gregate contribution of the three largest eigenvalues and the associated eigenvectors.
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Figure 14. Hygroscopic solid dosage data: case weight perturbation scheme. Plot of LD(ω(a)) versus a with

ω(a) = ωo + al.

The plot of LD(ω0 + al) versus a ∈ [−1, 1] along the directions l = lk, with k =
5, 6, 20, 21, 35, 57 and 143 (observations that appears above the benchmark in the final
part of the CNCFS evolution); 127 and 182 (masked observation commented above);
149, 157 and 135 (appears as possibly influential observations in the first half part of
CNCFS evolution, but with less intensity than the observations 127 and 182) were
obtained in Figure 14 to analyze the influence of these observations in the likelihood
displacement. In the negative side of a observation 6 is the most influential, followed by
observation 57, 182 (masked observation), 143 and 127 (masked observation). In the
positive side of a, observation 182 appears as the forth most influential observation
and observation 127 as the fifth most influential observation among the considered
observations.
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