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Abstract— As a futuristic Technology Enhanced Learning 

concept, a conversational Intelligent Tutoring System in an e-

learning context, is gradually becoming realistic thanks to the 

continuous advancement in Artificial Intelligence and to the 

worldwide increasing demand in online learning, especially 

during the pandemic time. However, is such a conversational 

technology going to support student learning or is it going to 

make learning more difficult? In the absence of a matured 

conversational Intelligent Tutoring System, this works aims at 

addressing this question indirectly through an investigation of 

how students and tutors in an online learning programme 

perceive the concept of conversational Intelligent Tutoring 

System, such as a chatbot, for online learning. This is achieved 

by surveying students who are currently enrolled in an online 

programme and interviewing the tutors on the same 

programme. The research concludes that ITS would very likely 

enhance online learning experience for both students and tutors, 

but there are various concerns that must be addressed. 

Keywords— Artificial Intelligence, Chatbot, Intelligent 

Tutoring System, Online learning, Technology Enhanced 

Learning 

I. INTRODUCTION 

The concept of Intelligent Tutoring Systems (ITS), first 
implemented in the mid-1980s [1], together with the first 
realisation of distance learning via internet by Jerrod Maddox 
in 1995 [2], marked the beginning of a new pedagogical era 
where education moves away from traditional classroom 
teaching into a virtual and intelligent learning environment.  

The functionalities that an ITS could offer nowadays 
flourishes with the continuous advancement in Artificial 
Intelligence (AI) technologies. Filled with theoretical studies 
in relevant pedagogical areas, the scope of ITS further evolves 
into the concept of pedagogical agents, where the roles of an 
AI agent in a virtual learning environment are not restricted to 
an instructive and responsive tutor, but also extended to 
learning companions [3] such as a co-learner [4] that mimics 
a student behaviour to enhance interactivity and a teachable 
agent [5] to be taught by the students to enable ‘learning from 
teaching’. Backed by the vast amount of pedagogical study in 
pedagogical agents and research and development in AI 
technology, it would not be long until these ‘intelligent tutors’ 
becoming an indispensable element in any form of teaching. 

In parallel, the ever-growing demand in online learning 
from national students for reasons such as flexible and part-
time study and international students for reasons such as cost 
management has been widely acknowledged in higher 
education [6]. This has triggered various distance learning 
initiatives among the universities in the UK and the 
development of massive open online courses worldwide. 
Furthermore, there was also the unforeseen boost of such a 
demand from both national and international students due to 
the recent breaking out of coronavirus that have led to a 
national-wide lockdown [7]. 

ITS, specifically of a conversational type, and online 
learning seems to be a natural match, where ITS can support 
student learning remotely when tutor availability is limited. 
Many ITSs have been designed in ways to improve student 
learning experience. In an online learning context, the agent-
based ITS designed by Phobun and Vincheanpanya [8] adapts 
itself to match the learning ‘rhythm’ of the user by adjusting 
the amount of information feedback to the student based on 
their learning performance. Along similar lines, 
Carayannopoulos’ study [9] has shown that chatbot has the 
capability to manage information overload and enhance social 
connectivity. Although the study primarily targets at first year 
undergraduates that is not in an online learning setting, 
information overload and social distance are clearly issues 
faced by online students during the early phases of the 
programme [10]. Another interesting usage of conversational 
ITS is to chat in a first personal tone to mimic a founding 
figure in a discipline; thereby allowing students to interact 
with the ITS to learn the theories directly from the ‘figures’. 
The novel pedagogical usage of ITS has proven to be more 
fun and engaging than textbook reading [11]. 

There are also concerns with the usage of such kinds of 
ITS. Despite the popular usage of conversational ITS, e.g. 
chatbots, to support second language study [12, 13], analysis 
has shown that these technologies lack “emotion, visible cues 
and ability to confirm understanding” [14], thereby generating 
unnecessary frustration that could outweigh the benefits they 
bring. While being fun to use in some learning context, study 
on Feudbot [15] also suggests that the learning can be shallow 
hence being insufficient to address learning objectives that are 
at the higher levels in Bloom’s Taxonomy.  

Despite the long history of technical development and 
pedagogical study of ITS, there are still many research gaps in 
understanding their educational impacts [16]. This is even 
more so when dealing with conversational ITS to be used in 
the context of online learning and at a scale of throughout the 
entire programme. For questions at large, will such an ITS 
used enhance student learning experience, or will it just be 
used more as a marketing strategy? For questions at small, 
following the argument made by Savin-Baden, Tombs and 
Bhakta, can trust and personalisation of such an ITS be 
established [17]?  The lack of studies in this area can be 
primarily attributed to the lack of ITS-based online 
programmes in existence. As such, investigating the 
pedagogical benefits and concerns of an ITS-based online 
programme can be challenging. 

Under the same constraint, this work aims at addressing 
this challenge by firstly treating a conversational ITS used in 
online programmes simply as an ordinary Technology 
Enhanced Learning (TEL) concept, but with additional non-
conventional considerations. This allows the application of 
existing studies and frameworks on TEL, specifically, the 
work by Dror to analyse ITSs [18]. This first step has led to 
the inclusion of human tutors into the ‘equation’ in addition to 
students in studying the pedagogical impact of an ITS in 



online learning. The work then qualitatively studies 
perceptions of such an ITS from both the students and human 
tutors as an indirect means to analyse whether ITS would 
promise better learning experience. For example, it is intuitive 
that a student who claims to be willing to engage with certain 
functionalities (e.g., assessing level of understanding on a 
topic) of the ITS, indicates a good chance that ITS would 
enhance student engagement. On the other hand, student who 
generally repels the use of new technologies in learning would 
unlikely engage with ITS. Perceptions acquired from different 
groups are then synthesised into a concrete summary to 
answer the research question.  

The rest of this work is organised in the following way: 
Section II proposes the research question and explain in detail 
how the research question will be investigated indirectly in the 
absence of a mature conversational ITS. Section III provides 
the research data and a detailed analysis for the data. Section 
IV synthesise the analysis into concrete conclusions that 
answers the research question and provides an account on the 
limitations of the findings. Finally, the article will be 
concluded in Section V with an outline of possible future 
works.  

II. RESEARCH QUESTION AND METHODOLOGY 

This work aims at exploring the following specific research 

question:  

 

Would a conversational ITS enhance student engagement in 

the context of online learning?  

 
This research requestion is considered as a refinement of 

the broader question on the pedagogical impact of an ITS used 
in online learning. Apart from limiting the scope for feasible 
research at scale, the primary reason for such a refinement is 
to specifically address the issue that remote delivery often 
results in less student engagement and collaborative learning 
[19]. The answer to the research question has the immediate 
benefit of confirming whether conversational ITS could 
contribute to better student engagement in online learning; 
thereby support programme developers to consider investing 
in the development of an ITS for existing online programmes. 

Ideally, this research question would be addressed through 
experiments that are designed with students engaging with a 
conversational ITS deployed for an online programme. 
However, as an experiment of such kind is not feasible without 
an existing, programme-wide ITS, an alternative approach to 
investigate the research question in the absence of such an ITS 
is required. This work therefore proposes to tackle the 
question indirectly by investigating how a conversational ITS 
used in online learning is perceived by targeted audiences with 
a pedagogical focus on whether the ITS would make learning 
more engaging. Specifically, this amounts to a qualitative, but 
‘speculative’ study seeking personal opinions toward an ITS 
being used in an online learning environment. ‘Speculative’, 
in this context, refers to the fact that target audience is unlikely 
to have experience in engaging a conversational ITS in this 
context, and therefore, the opinions provided are considered 
speculative. 

Furthermore, inspired by how public perception of 
autonomous vehicle is studied by Hilgarter and Granig [20], 
this work conveys the idea of a generic chatbot (a piece of 
software that enables online conversations) playing the role of 
an ‘intelligent tutor’, as a potential implementation of a 

conversational ITS to the target audiences to help them 
establishing a baseline for the ITS technology. As chatbot is 
nowadays a commonly used technology in many domains, it 
is likely that the audiences will have some experiences in 
engaging with chatbots that are used for different purposes and 
at different level of intelligence. This allows the audience to 
imagine how a conversational ITS would work in the context 
of online learning and to establish different levels of 
expectations based on personal experiences. For simplicity, 
chatbot and conversational ITS will be used interchangeably 
in the rest of the work. 

The choice of the targeted audiences is derived based on 
Dror’s study on TEL [18]. Despite being an advanced concept, 
the usage of a chatbot in the context of online learning still fell 
in the category of Technology Enhance Learning (TEL). This 
is because the primary purpose of such a usage in the 
pedagogical sense is to support learning activities, which is 
indifferent to any other ordinary TEL, no matter how basic 
they seem, for an example, a PowerPoint-based presentation. 
In Dror’s description of a TEL ‘equation’, technology, 
learning materials and learners are namely the three important 
parameters to ensure enhanced learning experience; and the 
efficiency and effectiveness of a TEL can be measured by his 
three C’s of learning: Control, Challenge and Commitment. 
Intuitively, this makes students currently undertaking an 
online programme a suitable audience for this study as they 
will be the ‘learners’ in the TEL equation and the three C’s are 
anticipated to be measured based on their engagement with the 
chatbot. However, this does not consider the non-conventional 
part of a chatbot compared with ordinary TEL technologies. 
Without elaborating into much of the technical details, chatbot 
that uses machine learning techniques, are considered 
‘learners’ themselves which learns from data generated by 
users. In this case, human tutors must be included into the 
picture as it is expected that chatbot, acting as a pedagogical 
agent, will engage and be engaged by human tutors in the 
machine learning processes. Therefore, the proposed 
qualitative study is divided into two parts with the first part 
targeting at students who are currently enrolled under the 
online programme offered by the Department of Computer 
Science, the University of York, and with the second part 
targeting at human tutors who are currently tutoring under the 
same online programme. 

The first part of the study is in the form of a questionnaire 
consisting of 7 questions, as provided in Appendix I. Based on 
earlier discussion, this questionnaire is designed to have two 
sections. The first section aims at acquiring students’ 
perceptions of chatbots used in a generic context while the 
other section seeks perceptions of chatbots in the specific 
context of online learning. Format of the questions is mostly 
close-ended multiple choices with cases where student could 
provide additional or alternative answers that are not 
originally provided in the given choices. As the aim of this 
questionnaire is to seek opinions from the students, most of 
the answers to the questions are formulated in a psychological 
measure. However, it is unclear whether the quantification of 
the response would result in any statistically meaningful data. 
Therefore, Likert Scale is avoided to provide participants the 
opportunity to go through the given choices and select the 
most appropriate one. Nonetheless, the answers can be 
translated into an equivalent (but non-uniform across the 
questions) Likert Scale if necessary. Although the answers 
offer a reasonably good range of degree in the perspective, it 
is acknowledged that participants do not have a normalised 



baseline. For instance, what one may consider as ‘sufficient’, 
may be considered to be as ‘insufficient’ by another 
participant.  

The second part of the study is in the form of a casual 
interview against individual tutor participants who are part of 
the online tutoring team. The interview contains a list of initial 
questions as outlined in Appendix II. These questions aim to 
prompt interviewees to provide their speculations on the 
potential pedagogical benefits and concerns over a chatbot 
used for online learning; thereby allowing informative 
implications on whether tutors believe ITS could enhance 
online learning experience or not to be made. 

Following the analysis of the acquired qualitative data, the 
research will conclude by synthesising the perceptions from 
different perspectives to eventually provide answer to the 
research question proposed. 

III. ANALYSIS OF RESULTS 

A. Student Perspective 

The student survey has attracted 98 valid responses in 
total. The responses for all the questions are pictorially 
presented in Figure 1 in Appendix III. The following 
observations and analyses have been made. 

For the first part of the questionnaire, firstly, despite the 
fact that chatbot technology has been widely deployed in 
various context, it is observed that the sample only shows 
somewhat limited experience in engaging with chatbot 
services, with only one-fifth of the participants claiming 
having ‘many’ experiences in using chatbots. Further, the 
responses for Q2 and Q3 suggest that chatbots generally give 
a more ‘mechanical’ feeling as opposed to an 'intelligent' 
feeling but are still somewhat useful with less than one-third 
of the participants finding chatbots are not useful. The results 
are expected given that natural language processing is still an 
evolving discipline, and we are far from artificial general 
intelligence; hence, the intelligence and usefulness of any 
chatbot technology are limited to technology advancement. 
Interestingly though, there is a statistically significant linear 
relationship (r=0.59, p<0.001) between the response to Q2 and 
Q3, indicating that the intelligence of a chatbot positively 
correlates to its usefulness. As such, it seems that participants 
find a more intelligent chatbot to be more useful. Finally, data 
of Q4 shows that slightly more than half of the participants 
would like to actively engage with a chatbot when available to 
them, suggesting a two-sided altitude toward chatbot in 
general. Using Pearson correlation measure again, it is found 
that there is a statistically significant linear relationship 
(r=0.516, p<0.001) between the response to Q3 (usefulness) 
and Q4 (general altitude), but not between Q2 (intelligence) 
and Q4. This can be interpreted as participants who find 
chatbots useful in their previous experiences would likely 
engage with new chatbots; and the intelligence of the chatbot, 
in comparison, is not as important in shaping participants 
altitude toward chatbot services. 

For the second part of the questionnaire, as in Q5, it is 
observed that only less than one-fifth of the participants have 
a certain negative view and more than half of the participants 
hold a certain positive view on chatbot being able to increase 
their engagement in online learning. Given the two-sided 
altitudes (with almost 50/50 split) toward chatbot in general 
observed previously (Q4), the outcome of Q5 suggests that a 
chatbot in an educational context, specifically online learning, 

is likely to be a promising and attractive idea to the students. 
In addition, for participants who have responded (c) ‘avoid 
unless...’ and (d) ‘avoid under...’ in Q4, about one-third of 
these participants have a positive view on chatbot for an online 
programme; and none of the participants who have chosen (a) 
‘would like to engage’ and (b) ‘would like to give them a try’ 
in Q4 has a negative view on chatbot for an online programme. 
Undoubtedly, there are about one-third of the participants who 
have chosen (c) ‘neither likely nor unlikely’ for Q5 despite 
what they have chosen in Q4. Therefore, to establish a more 
meaningful correlation, a larger sample size would be 
evidently necessary. 

Questions Q6 and Q7 are specifically multiple answers 
questions where participants could select as many functions as 
they desire from chatbot and as many concerns as they may 
have over the chatbot. 

Most of the proposed functions in Q6 are targeting at 
typical demands from the students during the delivery of the 
modules, for examples, verifying understanding of a topic and 
explaining programming error. As such, these functions 
evidently attracted more than two-thirds to of the participants. 
However, these functions require less ‘intelligence’ compared 
to the other two proposed functions which are ‘ease me when 
I am stressed during the study’ and ‘help me to formulate a 
study plan’. As shown in the figure (Figure 1, subfigure 6) in 
Appendix III, these two functions are much less attractive. 
This outcome is sensible given that these functions are 
unlikely to be considered primary or necessary for a chatbot 
used in an educational context; and on top of that, there are 
also privacy concerns since the two functions would also 
require users to provide sensitive information to the bot. 
Nonetheless, this outcome does challenge one of the earlier 
analyses on the correlation between Q2 and Q3, i.e. whether a 
more intelligent chatbot would be more useful? Clearly, in this 
case, the additional intelligence brought by the two latter 
factions do not necessarily make the chatbot more useful. 
Another observation worth mentioning is that for those who 
have chosen these two more intelligent functions, only a very 
small portion of them have mentioned that ‘data monitoring 
and privacy’ is of a concern as in Q7. 

There are two particularly functions that have been 
proposed by the participants more than once. One function is 
to determine student's areas of strength and weakness to allow 
the bot feeding tailored resources to the student. This is 
essentially a function that builds upon proposed functions (c) 
‘to verify whether…’ and (d) ‘to create mock tests...’. The 
other function is about making the chatbot facilitating multi-
agent conversations where tutors and students who have 
similar questions asked to the bot are brought together to have 
a conversation with the involvement of the bot as a facilitator. 

For concerns of a chatbot used in online learning, as in Q7, 
reliability of the chatbot and unavailability of tutors stood out 
among the proposed five concerns (note that ‘other’ concerns 
proposed by the students are more or less extensions of what 
has been listed in the question). The first concern of the two is 
associated with technical challenges faced by any chatbot 
service and aligns with participants feeling toward chatbots as 
in part 1 of the questionnaire. The second concern is a worry 
that has been anticipated but can be managed by a careful 
design of the programme delivery methods. However, this 
raises a major issue with incorporating a chatbot for online 
programme: what are the pedagogical objectives of the 
chatbot in an online programme? Without proper definition in 



the development stage, it would likely lead to a misleading 
view in which the chatbot is regarded as a ‘replacement’ of the 
human tutor. 

The followings highlight the most interesting and 
important observations from the student responses: 

• Participants with limited experience in engaging with 
chatbot services find chatbot, in general, give a more 
‘mechanical’ feeling as opposed to an ‘intelligent’ 
feeling.  

• Students generally find chatbots being useful to 
achieve the purpose they are designed for. 

• Intelligence of a chatbot seem to positively correlate to 
its usefulness from students’ perspective. 

• Participants who find chatbot useful in their previous 
experiences would likely engage with a conversational 
ITS; and the intelligence of the ITS, in comparison, is 
not as important in shaping participants altitude toward 
conversational ITSs. 

• Only less than 1/5 of the participants have a certain 
negative view, and more than half of the participants 
hold a certain positive view on conversational ITS 
being able to increase engagement in online learning. 

• Reliability of the ITS and unavailability of tutors are 
the most worrying concerns for students. 

B. Tutor Perspective 

The interview questions are designed around tutors’ 
perception toward a chatbot for online learning. However, the 
actual interviews conducted were not limited to the prompt 
questions as in Appendix 2. In total, four interviews have been 
made and the findings are summarised in this section. 

The interview results show that all tutors had a positive 
view over the idea of implementing a chatbot as an ITS for the 
current online programme. Partly, this is because chatbot can 
be promising in managing workload, for examples, being able 
to answer frequently asked questions and avoiding omissions 
of queries; but more importantly due to it being a fascinating 
idea both in the technical sense (naturally attractive to 
computer scientists) and pedagogical sense (promises novel 
educational capabilities). 

Drawing on desired functionalities of the chatbot, there 
were several interesting ideas being brought up during the 
conversation. For instance, there was the idea of having a 
voice over the text (e.g. a voicebot) to make the bot more 
lively and more engaging. This idea apparently also addresses 
potential accessibility challenges, for example, in the case 
where screen reader is needed. There was also the idea of 
using the chatbot as part of the assessment process to test 
understanding, monitor plagiarism, provide feedback and 
perform viva-like assessments.  

Despite the positiveness, apart from the concerns that were 
indicated in the questionnaire to students, there were two 
additional pedagogical concerns raised by the tutors over the 
design and usage of the chatbot. 

Firstly, elaborating on the reliability issue of the chatbot, 
there was a major concern on the assurance of the chatbot in 
general. Due to the immaturity of chatbot and related 
technologies, the more ‘intelligent’ functions that the chatbot 
offers, the more likely it would make ‘mistakes’ and the harder 

it would be to assure its reliability. As such, in the probable 
situation where a chatbot gives a misleading answer, who 
should be held responsible? If this error has caused subsequent 
undesirable scenarios such as student losing marks in an 
assessment, should the mark deduction be discarded? What 
would be a reasonable assumption on students’ tolerance of 
such an error? The list of questions continues and reaches out 
to other dimensions such as ethics and governance. 

The second concern, which is perhaps more critical, draws 
on the idea of using the chatbot as an educational tool to 
enhance learning experience. If the chatbot is to play a 
teaching role, the chatbot would be anticipated to have 
conversations with the user rather than simply providing 
answers in a Q&A style. There are apparently technical 
challenges such as understanding the actual intent of the user. 
The more challenging part of this issue, however, is on how 
teaching philosophies could be embedded into the teaching 
functionalities, which certainly requires substantial multi-
disciplinary research that involves artificial intelligence, 
computer science education and pedagogy in general. 

Finally, despite the foreseeable challenges in the 
development of the chatbot and concerns that has been raised, 
tutors are generally excited about the idea and are willing to 
participate in the development from various angles. 

IV. SYNTHESIS OF THE RESEARCH FINDINGS 

To summarise perceptions from students, based on the 
observation and analysis of the responses, despite various 
concerns that the students may have over the maturity of 
existing conversational ITS and the usage of such an ITS, e.g., 
chatbot, in an online learning context, it is clear that a majority 
of the students are in favour of the idea of being able to engage 
with a chatbot as part of their learning experience under the 
online programme. The level of engagement is proportionate 
to the level of maturity of such a conversational ITS, where an 
ITS offering more sophisticated and advanced functionalities 
would likely be more engaging. 

To summarise perceptions from tutors, the interview 
results though indicate a favourable answer in conversational 
ITS being able to enhancing student engagement, raises more 
pedagogical concerns such as knowledge assurance and 
learning activity design. Diving a bit deeper, these concerns 
are arguably rooted in the technical challenges in developing 
a conversational AI that can support teaching. 

Synthesising the summaries above, the answer to the 
research question, would a conversational ITS enhance 
student engagement in the context of online learning, is 
certainly anticipated to be affirmative. However, to what 
degree the engagement can be enhanced, the findings suggest 
that this would be proportionate to the technical and 
pedagogical design efforts given to the development of the 
ITS for online learning. It is important to empathise that this 
latter conclusion is only indicative and not conclusive, due to 
the ‘speculative’ nature of the studies conducted in this work. 

There are certainly limitations to the conducted research 
which in turn would affect the research findings, but unlikely 
to be at large. The main limitation in this work is that the 
student survey is limited to ‘student/tutor expectation’ as 
opposed to ‘student/tutor experience’ on a chatbot for online 
learning. As such, the findings are considered indirect and 
implied. To improve, it would be useful to use an openly 
available educational chatbot to design a constrained, simple 



learning environment for participants to test the 
conversational ITS and provide feedback. This would 
generate direct evidence to support or invalidate the 
conclusion derived from the studies conducted in this work. 
However, such kinds of experimentation rely on how 
‘engaging’ the chatbot would be. It might be difficult to 
conclude whether the enhancement in learning is rooted in the 
good design of the conversational ITS, a good design of the 
learning activity initiated by the ITS, or the concept of ITS 
used in online learning itself. Other limitations include: (i) the 
use of a chatbot as a substituting concept of a conversational 
ITS, though helping participants to ‘visualise’ what a 
conversational ITS would look like, could possibly mislead 
certain participants in what can be expected based on their 
personal experience with using chatbots; (ii) limited sample 
size in that both number of survey participants and 
interviewees are considered insufficient to establish credible 
statistical measurements. The statistical measures observed 
though appear to be intuitive, does require further a much 
large sample size for confidence; (iii) limited audience group, 
which is only targeted at Computer Science students, who 
arguably would have more interest in AI technologies than a 
more averaged student group. 

V. CONCLUSIONS 

This work has studied the perceptions of a chatbot (as an 
implementation of a conversational ITS) used in an online 
learning environment from two groups of people: students 
who are currently studying Computer Science at the Master 
level in an online MSc Programme and tutors who are 
responsible for the delivery of the modules in the same online 
MSc Programme. Acquired data on perceptions are analysed 
and synthesised into a concrete conclusion, which firmly 
confirms that such a chatbot used for online learning would 
very likely enhance student engagement to the learning 
material. 

Although this work firmly answers the research question 
based on the analysis of the data, the route ahead in answering 
the broader question on whether ITS would enhance learning 
experiences still requires substantial investigation. Therefore, 
to improve the formulation and understanding of the research 
question proposed, a future work would expand the scope and 
return to Dror’s 3C in measuring the efficiency and 
effectiveness of TEL to examine the idea of developing and 
deploying a large-scale ITS for online learning more fully and 
thoroughly. 

In addition to confirming the potential positiveness of the 
usage of a conversational ITS for online learning, this work 
also identified several technical and pedagogical concerns, 
derived from student responses and interviews with human 
tutors. These can be summarised into three areas: (i) a feeling 
of ‘intelligence’ and actual usefulness; (ii) assurance of the 
ITS by developers, tolerance of errors from users, and 
governance on usage from regulators; and (iii) embedment of 
educational philosophy and approaches in a conversational 
ITS on top of the primary teaching functionality. The authors 
therefore invite readers to investigate these concerns further 
and work collaboratively to gain better understanding on how 
to best use conversational ITS as a non-conventional TEL tool 
to support future online learning.  
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APPENDIX I. STUDENT QUESTIONNAIRE 

Part 1 - General questions over chatbot technologies:  

1) Have you had any experience in using any chatbot ser-

vice? 

a) a lot 

b) many 

c) some 

d) little 

e) no 

2) How would you describe the level of intelligence of the 

chatbot(s) that you have used previously? 

a) sufficiently intelligent for my need 

b) intelligent in certain aspects and contexts 

c) mostly mechanical that give limited feeling of 

intelligence 

d) does not seem to be intelligent at all 

e) others, please specify (put N/A here if (e) was 

selected in Q1) 

3) How would you describe the level of usefulness of the 

chatbot(s) that you have used previously? 

a) sufficiently useful for my need 

b) useful in certain aspects and contexts 

c) mostly unhelpful 

d) not helpful at all 

e) others, please specify (put N/A here if (e) was 

selected in Q1) 

4) What is your current altitude toward chatbots? 

a) would like to engage with them whenever available 

to me 

b) would like to give them a try and then decide 

c) avoid unless this is an urgency and it is the only 

source available 

d) avoid under all circumstances 

 
Part 2 - Specific questions over the online programme at 

University of Yok:  

5) Would you consider the offering of a chatbot service 

along with the current online programme would increase 

your engagement with the programme? 

a) very likely 

b) likely 

c) neither likely nor unlikely 

d) unlikely 

e) very unlikely 

6) What are the functionalities that you would like to see 

from a chatbot developed for the online programme? (select 

as many as applicable) 

a) provide answers to simple questions such as 

deadline of an assessment, definition of terminologies, and 

where can I find resources for a specific topic 

b) help me to explain a programming error 

c) to verify whether I have understood a topic or not 

d) to create mock tests (including marking of these 

tests) on areas that I would like to improve 

e) to ease me when I am stressed during the study 

f) help to organise my study time and plan 

g) others, please specify 

7) Do you have any specific worries over a chatbot? 

(select as many as applicable) 

a) distraction, e.g. ends up “chatting” rather than 

engaging for learning activities 

b) incorrect or misleading answers from chatbot 

c) reduction in the necessary engagement from hu-man 

tutors 

d) data monitoring and privacy 

e) others, please specify 

 

APPENDIX II. TUTOR INTERVIEW QUESTIONS 

The following questions are asked during the interview 
with human tutors working under the online programme. 
There is no specific order for how these questions are asked. 

• How do you like the idea of having a chatbot that acts 
as an intelligent tutor to help your daily work? 

• What are the functionalities of the chatbot that you 
would like to see? 

• What are your concerns over the chatbot? 

• Would you be interested in participating the research 
and development of a chatbot for the online 
programme? 



APPENDIX III. STUDENT QUESTIONNAIRE DATA SUMMARY 

BY QUESTION 

Student responses to each question of the questionnaire are 
summarised in the bar graphs in Figure 1.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1 Student responses to the questionnaire. 
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