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Abstract: Modern manufacturing systems equipped with computerized data logging systems
collect large volumes of data in real time. The data may contain valuable information for
operation and control strategies as well as providing knowledge of normal and abnormal
operational patterns. Knowledge discovery in databases can be applied to these data to
unearth hidden, unknown, representable, and ultimately useful knowledge. Data mining
offers tools for discovery of patterns, associations, changes, anomalies, rules, and statistically
significant structures and events in data. Extraction of previously unknown, meaningful
information from manufacturing databases provides knowledge that may benefit many
application areas within the enterprise, for example improving design or fine tuning
production processes. This paper examines the application of association rules to
manufacturing databases to extract useful information about a manufacturing system’s
capabilities and its constraints. The quality of each identified rule is tested and, from
numerous rules, only those that are statistically very strong and contain substantial design
information are selected. The final set of extracted rules contains very interesting information
relating to the geometry of the product and also indicates where limitations exist for
improvement of the manufacturing processes involved in the production of complex
geometric shapes.

Keywords: knowledge discovery in databases, data mining, manufacturing, association rules,
product data, product quality and quality control

1 INTRODUCTION

Market pressures for improved quality and faster
responses within the supply chain have resulted in
increased measurement and recording of product
and process data throughout the product life cycle.
Information is also routinely recorded to satisfy
component traceability requirements and quality
audits. Therefore, over time, the manufacturing
industry captures and stores huge amounts of
detailed data. These data may be related to designs,
product manufacture, workstation operation and
scheduling, processes and performance, use of
particular machinery and other resources, sales,

inventory, and marketing. Hence a vast range of
data is routinely collected as part of the everyday
operation of any manufacturing enterprise. How-
ever, these collected data are commonly not
exploited to their full potential. Operational data
may be used for business reports and simple statisti-
cal analyses; to provide information about where the
enterprise is currently standing against its past per-
formance or to enable comparison to be made
between the enterprise and its competitors. Hence,
this potentially valuable knowledge resource is gen-
erally not thoroughly understood, reused, or explo-
ited. In recent years, efforts have been made to
utilize the existing databases from manufacturing
enterprises for design and quality control processes
using, for example, the factory data model [1, 2]
and data warehouses. However, manufacturing’s
largely unexplored data sources need to be thor-
oughly understood before their embedded
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knowledge can be properly exploited as explicit
knowledge.

The current limited use of the accumulated data
has led to the ‘rich data but poor information’ pro-
blem. Existing databases generally contain large
numbers of records and attributes that need to be
simultaneously explored because of the possible
relationships and interrelationships that may exist.
The volume and/or complexity of such data gener-
ally make manual analysis impossible and therefore
automated analysis is essential for knowledge to be
extracted in a form that can benefit the business.
Hence, knowledge discovery in databases (KDDs)
and data mining methodologies will become
extremely important tools in future manufacturing
systems. Data mining is an emerging area of compu-
tational intelligence that offers new theories, techni-
ques, and tools for the analysis of large data sets.
Data mining is the search for valuable information
in large volumes of data, and has been defined as
‘the non-trivial process of identifying valid, novel,
potentially useful and ultimately understandable
patterns in data’ [3].

The retrieved knowledge has even greater value if
it can be integrated with organizational strategies
to improve the decision-making process [4, 5]. How-
ever, it is very difficult to design a data-supported
manufacturing enterprise that can benefit from its
historical or legacy systems as well as from its cur-
rent databases. To date, little has been done to
exploit the potentially viable data mining technology
in manufacturing industries, and indeed literature
on the application of data mining in manufacturing
has only recently appeared, for example references
[6] to [9].

1.1 Motivations

Since large stores of data already exist in manu-
facturing enterprises, it is not clear why technologies
such as KDDs are not commonly used in the
engineering industry. It may be because of the long
time scales and expense involved in introducing
these new techniques, or it could be because of
the uncertainty of payback values. An alternative
possible reason might be the complexity and diver-
sity of different manufacturing processes, as these
can make it extremely difficult to devise a generic
data mining process that can be used for all kinds
of manufacturing processes and can tackle all
types of manufacturing problems. However, imple-
mentation of data mining technology in other areas
such as banking, finance, marketing, insurance,
telecommunication, health care, etc. has given
very good results [10, 11] and people are already
benefiting from the knowledge discovered in these
fields.

The research reported in this paper is based on
the belief that the explicit knowledge and informa-
tion extracted from existing data warehouses, or
from current product and production processes,
can be used to improve the performance of
manufacturing systems. Indeed, recent dramatic
decreases in acceptable timescales for product dev-
elopment cycles and increases in the automation of
manufacturing processes are forcing planners to
identify and make use of knowledge that may be
hidden in their existing and historical data sources.
This paper will show that explicit knowledge that
has been extracted using data mining techniques,
can be used to improve the design or redesign of
products and to identify manufacturing process
constraints.

The manufacturing industry relies on complex
systems and machines. Operational efficiency, relia-
bility, and cost have all been improved by the skill
of designers and the use of a variety of analytical,
computational, and manufacturing techniques.
Managers and designers may receive feedback from
manufacturing operators as to what is effective and
what is not so effective, but this tends to be based
on anecdotal experience. The overall objective of
the work presented here is to use emerging data
mining techniques to provide this feedback in a
more formalized manner. This work is part of an
ongoing research programme that has the overall
objective of providing a methodology and informa-
tion system design to support explicit knowledge
acquisition and reuse through the application of
data mining technology in manufacturing industries.
The results reported here are from the first phase of
the research, which has focused on the area of
improving product and process understanding
through data mining.

This research has been actively supported by Rolls
Royce plc, and uses case studies based on the com-
plex manufacturing processes involved in fan blade
manufacture (see Fig. 1). For reasons of confidential-
ity and to set this research into context, a simplified
manufacturing scenario will be considered, and this
is now briefly described using Fig. 2, which shows
the manufacturing system as a block diagram, with
a sequence of processes identified as process 1 to
process n. The parameters of the different manufac-
turing processes may be measured at each individual
station or machine and the dimensions or quality
of the product may also be measured with coordi-
nate measuring machines (CMMs) after every
important step.

The example in Fig. 2 shows data being extracted
from two processes. The earlier process generates
data related to different parameters of the machines
and these might include, for example revolutions per
minute, temperatures, cycle time, pressure, tool
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changes, down times, etc. The second data extrac-
tion point may be a metrology process, which
measures different dimensions of the product, for
quality control purposes.

Each manufacturing stage is important and con-
tributes to the final results and required quality of
the product, but some manufacturing processes
and their parameters may be more influential than
others. In the real, complex manufacturing system,

it is very difficult to determine the overall effect of
particular parameters of a certain manufacturing
process on the final quality of the product. However,
this is essential if the process is to be effectively
controlled and the desired product quality and
throughput achieved. Further complexities may exist
due to any unknown (or unconfirmed) interrelation-
ships between dimensions and parameters of the
product.

This paper examines association rule mining and
shows how it can be implemented on manufacturing
data as part of a knowledge acquisition process. This
is done to determine how explicit knowledge can be
extracted from existing databases, so that it can be
used: (1) to improve the design of the product and
(2) to discover any constraints that might exist in
the manufacturing system. The results obtained are
valuable and have been confirmed by experts in
this field. A methodology is also provided for the
implementation of association rule methods in man-
ufacturing enterprises. The reported work focuses on
product dimensions. These are important as there
are many complex interrelationships within the
intricate geometry of a fan blade. Further work is
currently in progress to determine relationships
between manufacturing process attributes and the
output classes of the product.

The potential benefits of this research go beyond
the application of association rule methods to man-
ufacturing. The ability to identify explicit rules which
relate different characteristics (and therefore impli-
citly metrics of quality) from production data of
manufactured products, provides the potential to
reuse this discovered knowledge to improve and
fine-tune the production processes involved. The
discovered knowledge also provides an improved
understanding of the interrelationships between
characteristics of the product, which can be fed
back into the design of similar products or the

Fig. 1 A Trent 500 wide-chord fan blade, manufactured
by Rolls Royce plc

Process-1 Process-3 ………... Process-p Process-nProcess-2

Data
Extraction

Data
Extraction

Data Mining

Fig. 2 A sample block diagram of a manufacturing process showing the flow of a product and data extraction
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redesign or improvement of the current product. The
improved understanding that is gained from the dis-
covered knowledge is based on real production
experience, and this may also be used to influence
the concept and embodiment stages of new product
designs. To set these benefits into context, the next
section covers the relevant background of design
and manufacturing.

2 BACKGROUND

Engineering design, unlike other design domains,
does not directly result in a physical product. Instead
it creates a set of specifications to construct or
fabricate the product. Therefore, mapping design
objectives and constraints to a specification is an
important design issue. Most engineering design
models [12–15] show feedback from successive
design stages to earlier stages, but none of the
models explicitly include feedback from life-cycle
information, once a product has been turned over
to manufacturing and sales [16]. Designers do not
normally have access to product-life-cycle informa-
tion and other feedback and this can cause costly
design iterations and increased time to market [16].
Information processing-based design models, such
as that proposed by Dym et al. in reference [17], do
include external information files, handbooks, man-
uals, etc. in their mapping of design state.

Information collected during a product’s life cycle
provides feedback on the product’s performance
which can be used to assess the quality of the design
[18]. At present the experiences and impact of this
life-cycle information and trends tend to be only
fed back into design through informal means, such
as through some form of network, or occasionally
more formally through review meetings. Figure 3
shows an aggregated and condensed version of the
design and information extraction process, which
indicates that information from manufacturing data
may be used within the design process. Data may
be recorded during manufacturing, assembly, or
testing to determine, for instance, how well products
generally meet certain dimensional constraints.
Manufacturing process data and measurements are
available from work in process (WIP) data recorded
at the shop floor. These kinds of transactional data
can be analysed to study the effectiveness of a design
in meeting the target strength, shape, and dimen-
sionalities. CMMs and other tests can reveal flaws
in the ‘form’ of the product. Hence, transactional
data can contain useful information that may enable
designers to generate more efficient and optimal
designs in the future.

In the current authors’ research, data mining was
used on the parameters defining the geometry of

the product, to identify whether any associations
were present. Association rule algorithms were
therefore utilized to unearth relationships within
the geometry under the dynamic behaviour of the
system. The motivation for using this approach was
that if explicit knowledge could be identified in this
way, it should be possible to ‘design in’ greater con-
trol over various aspects of the geometry and to fix
suitable geometric values to enhance the perfor-
mance of the manufacturing.

3 DATA MINING WITH MANUFACTURING DATA

Data mining is the search for hidden information,
patterns, or trends in data. The whole process
works in several stages including understanding the
problem and process, acquisition of background
knowledge, data cleaning, data selection and trans-
formation, data mining, pattern evaluation, and
knowledge representation. These stages will be
examined in turn in the remainder of this section
and in section 4. In this section, data cleaning and
data transformation are primarily discussed in the
general context of how these stages should be
applied to manufacturing data. In section 4, a parti-
cular data mining process, using association rules,
is described in detail. The adaptation of association
rules for use on manufacturing data is a new applica-
tion of association rule technology and is therefore a
major contribution of this research. A worked exam-
ple is provided to demonstrate the techniques that
were developed during the case studies undertaken
on the wide-chord fan blades. Finally, pattern
evaluation is discussed by examining ways of
assessing the quality of the generated rules.

C o n c e p tu a l
P h a s e

E m b o d im e n t
P h a s e

D e ta i l
P h a s e

M a n u fa c tu r in g
P h a s e

D a ta C o ll e c t io n a n d
T ra n s fo r m a t io n

D a ta M in in g a n d
R e s u l t s

C o n c e p tu a l
P h a s e

E m b o d im e n t
P h a s e

D e ta i l
P h a s e

M a n u fa c tu r in g
P h a s e

D a ta C o ll e c t io n a n d
T ra n s fo r m a t io n

D a ta M in in g a n d
R e s u l t s

Fig. 3 Data analysis and feedback within design and
manufacture
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3.1 Data cleaning

Data cleaning is a very important stage in the
process of knowledge extraction from the database
and consumes most of the resources [19]. Manufac-
turing data can be recorded in several ways as
manufacturing systems may have some manual
data entry systems as well as analogue and digital
data acquisition systems and/or automatic data
loading from computer-aided manufacturing
(CAM) systems. Cleaning can be a particularly com-
plex operation for manufacturing data, since these
data are likely to contain more noise and inaccura-
cies than other kinds of data, such as telecom-
munication data, market basket data from retail
purchases, or data from web logs, etc. It is therefore
crucial that manufacturing data be cleaned carefully
and thoroughly to make them ready for the different
types of transformations that may be necessary
before particular data mining techniques can be
applied. Detailed examination of the whole process
is particularly important when human interaction is
involved at any stage of the data collection. Data
that have been manually typed in by the operators
may include details of the operator’s ID, machine
ID, starting conditions of the operation, and product
input information. In such situations there is always
a chance that the operator will mistype a keystroke
resulting in inaccurate information being fed in.
Data cleaning involves identification of such records
and then correcting them if possible or otherwise
removing the poor-quality records from the training
and test data sets. All changes and deletions should
be carefully documented, as it may be necessary to
refer back to them if any anomalies are found or
problems occur during the data mining process.
Duplication in records is commonly a result of a
machine malfunctioning and/or an operator having
to restart the process on the product. Alternatively,
errors also commonly occur during start-up when
new products are introduced for production, as dif-
ferent test runs may be made on products before
the actual start of the real production and this can
result in multiple entries in the data.

Data integration and combination can also be a
problem in manufacturing enterprises where each
stage or process may record or store their individual
data sets separately. Therefore, to capture the com-
plete record of a product’s journey through several
processes may require product identifiers to be
matched in several original sources and then
consolidated in the form of a relational database.
Matching the records can be a problematic task,
which in practice can reduce the number of data sets
considerably. There are several reasons for this,
including missing data (entries not fully keyed in by
the operators), lost data, data not in electronic

format (for example data stored in the form of ultra-
sonic or X-ray images or drawings), data without the
main or primary ID of the records, partial transfor-
mation of non-electronic data into electronic infor-
mation, and confusing data with some kind of
duplication. In such data, most of the records match,
except for a few dissimilarities, which require further
time and investigation. All these kinds of problems
need fixing during the cleaning process. Modi-
fications made during cleaning should also be
properly recorded [20] for future consultation when
the results need to be translated into the form of pro-
cess constraints or design changes. In the current
research, Microsoft Excel was used extensively for
the data cleaning activities, along with ORACLE and
some tailor-made C programs for particular cleaning
and data transformation tasks.

3.2 Data transformation

Data transformation is not always necessary in data
mining generally. However, in the case of manufac-
turing data it becomes a necessary step, especially
when process parameters or product dimensional
data are involved. Transformation is necessary
because it may be virtually impossible to discover
relationships for exact, continuous, measured
values. The data should therefore be transformed
into some appropriate, representative identifiers,
before being used as input to the chosen data mining
techniques, which may include decision trees,
clustering, or association rules. When an acceptable
model has been generated and applied, the results
can be translated back into the appropriate range
of variable values, using a reverse transformation
process. In the case of manufacturing data the
transformation stage requires detailed understand-
ing of the manufacturing process, its constraints
and operations, the importance of particular dimen-
sions of the products, and the range of manufactur-
ing variations that are likely. It is therefore essential
for the data mining expert to work with the manufac-
turing engineers or process experts during this stage.
Different data will need different kinds of trans-
formation: however, if the data involve manufactur-
ing variables then drawing the simple distribution
curve and finding the standard deviation can give a
good guide for transforming the data into some
suitably identified ranges.

Similarly, the measured dimensions of partially
manufactured or final products will also need to be
transformed. The approach adopted in this research
was initially to consider the current tolerance bands.
The output dimensions were then divided into dif-
ferent sections from the upper engineering tolerance
to the lower engineering tolerance as shown in Fig. 4.
The reason for transforming the data into these
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ranges is that the manufacturing process will achieve
these divisions for large batches of products,
which is not the case for individual precise output
dimensions. This is important as it is more appropri-
ate to run some kinds of data mining algorithms with
only a few divisions of the data since too many
different values will result in very indistinct results.

4 ASSOCIATION RULES FOR MANUFACTURING:
A CASE STUDY EXAMPLE

The data mining and pattern evaluation stages are
discussed in this section, with particular emphasis
being placed on the processes and methodology
developed during the present authors’ case study
experiments using the dimensional data collected
during the fan blade manufacture. During this
research, much of the data obtained from the manu-
facturing process and about the products were in the
form of flat files, which were cleaned to remove
inconsistencies and discrepancies and then com-
piled into one workable table so that different
data mining algorithms could be applied. The
CRISP-DM (cross-industry standard process for
data mining) methodology [20] was adopted in
this case study so that the data mining techniques
were applied on the manufacturing data in an
appropriate, structured manner. The data used in
the case studies came from complex three-
dimensional aerofoil components which were
produced by highly controlled manufacturing pro-
cesses including diffusion bonding and superplastic
forming. These processes are among the most
technically sophisticated and sensitive manufactur-
ing processes currently used in the aerospace indus-
try. Decision trees and clustering approaches were
initially tried as these data mining techniques have
been the most commonly used in manufacturing
studies reported in the literature [21]. However,
these techniques did not produce sufficiently

accurate and reliable results, and therefore associa-
tion rule methods were then considered.

4.1 Association rule

The association rule algorithm was originally devel-
oped for very different types of data – i.e. transac-
tional data from the retail sector, for market basket
data analysis – and the core idea of association rules
was presented by Agrawal et al. [22] in 1993. Agrawal
and Srikant [23] then proposed the Apriori algo-
rithm, for mining association rules in retail data.
The association rule approach has basically
remained the same since its initial presentation,
however substantial research has been done to
accelerate the process of mining association rules
[24–27] in very large databases. The Apriori algo-
rithm is now examined, as this was used in the
research reported here.

The Apriori algorithm can simply be stated as, ‘any
subset of a large itemset must be large’ [28]. Here,
‘large’ means a defined support or occurrence level
of single or multiple items in the transactions.

The association or frequent itemsets are discov-
ered by first finding the frequent occurrence of sin-
gle items and then making combinations of these
single items and checking whether or not the occur-
rence of the combination has a greater or equal
defined support level. The support level is defined
as the number of times an item must occur on its
own or in combination with other items for it to be
of interest and therefore be called a frequent itemset.
The process of making combinations is repeated
until the largest frequent itemsets are found. As
defined earlier, the definition of the Apriori principle
is that any subset of a discovered frequent itemset
(call this F) will have the same or greater support
level as F. Association rules can therefore be found
by using all the subsets of the frequent itemsets.

4.2 Association rule mining for
manufacturing data

Manufacturing is a value-adding process on raw
materials since it transforms raw materials into a
final product. The aim of all manufacturing pro-
cesses is to produce accurate products according to
the design specification. For high-precision pro-
ducts, high-quality manufacturing processes try to
squeeze (minimize) the engineering tolerances to
produce as accurately and consistently as possible.

There are many statistical methods used to control
production and support the manufacture of pro-
ducts within design limits. However, these kinds of
methods cannot identify the manufacturing limita-
tions of the current set of production systems. An
interesting result of this research is that association
rule mining can be used on historical data to find

Lout
Lower Limit Lower

H-Lower
M-Lower
S-Lower

Nominal

S-Upper
M-Upper
H-Upper
Upper

Upper Limit Uout

Lout
Lower Limit Lower

H-Lower
M-Lower
S-Lower

Nominal

S-Upper
M-Upper
H-Upper
Upper

Upper Limit Uout

Fig. 4 Different sections/divisions for an output dimen-
sion of a product
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any relationships that may be present, to both
improve designs and give useful information about
production capabilities and limitations.

Previously reported applications of association
rules indicate that they have mostly been used on
transactional databases or for market basket data
where finding associations helps in determining the
layout of displays in supermarkets or in determining
what promotions should be offered. A novel aspect
of this research is therefore that association rule
methods have been applied to product manufacture
and operational data frommanufacturing industries.

A product’s output dimensions are a good mea-
sure of the quality of the production cycle and can
help in suggesting any alteration in the design or
any dependency or relation between different
dimensions resulting from the manufacturing
process. It is very important for designers and pro-
duction engineers to understand the interrelation-
ships between different dimensions of the product,
particularly when components have complex geo-
metry and need to be manufactured to a high level
of precision. If one dimension is positively related
to another, i.e. improvements to the first also
improve the second, then it may be beneficial to
put resources into improving manufacturing accu-
racy to consistently achieve outputs within even
smaller tolerance bands. In contrast, knowledge
that particular dimensions are negatively related
can reduce waste. It would not be practical to put
additional manufacturing effort into optimizing par-
ticular features on the blade only subsequently to
find that these efforts have inadvertently been detri-
mental to the accuracy of other aspects of the blade,
perhaps tending to push another dimension out of
tolerance. This type of life-cycle knowledge would
also be valuable to designers on future projects. A
method for identifying the associations between the
output dimensions of a product, using association
rules between different measures or dimensions of
the products, is now demonstrated.

First, the product’s dimensional data were sepa-
rated from the rest of the records. The product’s
data had already been transformed into different
categories, as shown in Fig. 4, but for convenience,
they were further transformed from strings into
integer identifiers to use in the Apriori algorithm.

A simple nomenclature was defined to identify dif-
ferent output dimensions into integer identifiers. In
the present authors’ case studies, many dimensional
values were examined for each fan blade at different
sections (e.g. bow, disposition, lean, blade form
angle, thickness of leading edge at different dis-
tances, wave, etc.), comprising more than 250 differ-
ent sections of the blade. It is not possible to explain
the proposed methodology clearly and concisely
using the complex geometry of the wide-chord fan
blade (see Fig. 1), and all the different variables.
Therefore, to reduce the complexity and to explain
the approach fully, a simplified example of a small
section of the product will be demonstrated using
different dimensions on a cuboid, as shown in Fig. 5.

The output dimensions of width, height, and
thickness at different sections are measured by
CMM and recorded. The dimension at each section
has an engineering tolerance, which was divided
into 11 (or any other appropriate division as con-
venient) sections as shown in Fig. 4. Now the mea-
sured dimensions of all the sections are translated
into the appropriate bands. The data from the sim-
plified product section are shown in Table 1, with
appropriate dimensions.

The transformation table for section ‘ab’ of
‘Thickness’ is shown in Table 2. If a measured value

Width

H
eightaa

ab
ac
ad

Thick
ne

ss aa ab ac ad ae af

aa ab ac

Width

H
eightaa

ab
ac
ad

Thick
ne

ss aa ab ac ad ae af

aa ab ac

Fig. 5 A sample product with different sections

Table 1 Dimensions of different sections with tolerances

Thickness Width Height

aa ab ac ad ae af aa ab ac ad aa ab ac

D 7.55 7.5 7.45 7.45 7.5 7.55 7.55 7.45 7.45 7.55 7.55 7.5 7.55
þ 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02
� 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02

D, dimension.
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of ab Thickness equals 7.509 then according to the
transformation it will be translated as M-Upper.
This transformation is necessary since, if valid asso-
ciation rules are discovered, the manufacturing set-
up must be able to operate between limits instead
of requiring exact measured values.

4.2.1 Second transformation

The product data need to be transformed from cate-
gorized data into integer identifiers, which are easier
to use as input for the association rule algorithm.
This is then used to find the frequent itemsets and
then the association rules.

The integer identifier transformation matrix is
shown in Table 3. Each integer identifier is a com-
bination of two, two- or three-digit numbers (these
numbers can be chosen according to the require-
ments). The first two digits show the dimensional
band and the last two digits show the section of the
product. For example, if the ‘ac’ section of ‘Width’
has a measured value in the S-Lower band, then
that value will be translated as 1709.

The complete set of dimensional data for each
manufactured product is therefore transformed in
this manner into integer identifiers, and is then
treated as one transaction (i.e. forming one record,

with multiple fields, in a database table). The whole
training dataset (of transformed dimensional data
from several hundred manufactured products)
should then be fed into the association rule algo-
rithm program. This requires the minimum accepta-
ble support level to be selected so that the frequent
itemsets can be identified in the data. Support is
defined as the minimum number of occurrences of
the itemsets in each stage of the iteration of the algo-
rithm. If the support level is set too high, there is a
chance that some important items in the frequent
itemset data could be missed, which could lead to
some valuable relationships being missed and
remaining hidden. By decreasing the required level
of support too far, too many ‘low-quality’ frequent
itemsets may be found, resulting in numerous asso-
ciation rules, which may mostly be of little value.

It is important that mining decisions are made in
the context of the physical realities of the data that
are being examined. In this study, the data are the
result of very highly controlled manufacturing pro-
cesses. Therefore the current authors’ are particu-
larly interested in unusual combinations of results
that may represent occasional ‘problem’ situations.
Hence, in this research, it was considered important
not to risk missing possibly valuable hidden knowl-
edge, simply because a particular combination of
manufacturing outputs only rarely occurs. Therefore
the decision was taken to keep the support level very
low, and the best possible solution found was to cal-
culate the support level by counting the occurrence
of each integer identifier in the whole data and
then setting the support level to equal the minimum
of these counted occurrences.

Association rules were then generated from
each of the frequent itemsets. Each of the frequent
itemsets was split into all the possible subsets, and
rules generated using these subsets, in the form:
subset x ! subset y. A confidence level was then cal-
culated for each rule based on the number of times
the set (subset x [ subset y) occurred in the original

Table 2 Data categorization

Then replace the
If value with

Dimension> 7.52 U-Out
7.52>Dimension> 7.516 Upper
7.516>Dimension> 7.512 H-Upper
7.512>Dimension> 7.508 M-Upper
7.508>Dimension> 7.504 S-Upper
7.504>Dimension> 7.496 Nominal
7.496>Dimension> 7.492 S-Lower
7.492>Dimension> 7.488 M-Lower
7.488>Dimension> 7.484 H-Lower
7.484>Dimension> 7.480 Lower
Dimension< 7.480 L-Out

Table 3 Integer identifier transformation matrix

U-Out Upper H-Upper M-Upper S-Upper Nominal S-Lower M-Lower H-Lower Lower L-Out
11 12 13 14 15 16 17 18 19 20 21

aa_Thickness 01 1101 1201 1301 1401 1501 1601 1701 1801 1901 2001 2101
ab_Thickness 02 1102 1202 1302 1402 1502 1602 1702 1802 1902 2002 2102
ac_Thickness 03 1103 1203 1303 1403 1503 1603 1703 1803 1903 2003 2103
ad_Thickness 04 1104 1204 1304 1404 1504 1604 1704 1804 1904 2004 2104
ae_Thickness 05 1105 1205 1305 1405 1505 1605 1705 1805 1905 2005 2105
af_Thickness 06 1106 1206 1306 1406 1506 1606 1706 1806 1906 2006 2106
aa_Width 07 1107 1207 1307 1407 1507 1607 1707 1807 1907 2007 2107
ab_Width 08 1108 1208 1308 1408 1508 1608 1708 1808 1908 2008 2108
ac_Width 09 1109 1209 1309 1409 1509 1609 1709 1809 1909 2009 2109
ad_Width 10 1110 1210 1310 1410 1510 1610 1710 1810 1910 2010 2110
aa_Height 11 1111 1211 1311 1411 1511 1611 1711 1811 1911 2011 2111
ab_Height 12 1112 1212 1312 1412 1512 1612 1712 1812 1912 2012 2112
ac_Height 13 1113 1213 1313 1413 1513 1613 1713 1813 1913 2013 2113
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data. The minimum acceptable confidence level was
selected for the analysis. When the association rules
were generated, the certainty of each of the rules
was tested against the minimum acceptable confi-
dence level. If the confidence of any rule was
less than the defined level the rule was discarded
otherwise it was kept in the final output.

In initial tests of the method, the association rule
algorithm generated frequent itemsets and thou-
sands of rules. Each rule had its confidence level,
which was equal to or higher than the defined
threshold value. When the rules were checked
against the manufacturing process output some
interesting facts were identified and these results
are discussed in the next section. There is an impor-
tant issue about the quality of the generated rules,
and it is therefore very important to find the validity
of each of the generated rules before time is spent
analysing all the output, as this can be a very long,
tedious, and time-consuming task. It is therefore
advantageous to dispose quickly of any rules that
are actually misleading or simply not valid.

4.3 Rule quality

Rules generated with very high support and con-
fidence levels are less likely to be misleading than
rules generated with lower support levels. This
can be illustrated with the example data shown
in Table 4. These data show 15 transactions or
products, which have been carefully chosen for
illustration purposes only.

There are many valid rules present in these data
but two will be considered

1. 1612 ! 1507
(IF ‘ab’ section of ‘Height’ is nominal THEN ‘aa’
section of ‘Width’ is S-Upper.)

2. 1612 ! 1303
(IF ‘ab’ section of ‘Height’ is nominal THEN ‘ac’
section of ‘Thickness’ is H-Upper)

where

nominal: 7.496–7.504
S-Upper: 7.504–7.508
H-Upper: 7.508–7.512

When the above rules are checked against the data,
both seem to be valid, the first rule having 40 per
cent support and 100 per cent confidence and the
second rule also having support of 40 per cent and
83.3 per cent confidence. The first rule is a valid
rule because 1507 and 1612 complement each other
in the data, while the second rule is misleading as
1612 is complementing 1303 but 1303 does not com-
plement 1612. Examination of the data shows that
1303 appears several times even when 1612 is not
present so 1303 is independent of 1612. This situa-
tion clearly leads to the deduction that there is an
association present in the data but its strength is
uncertain. An association is strong only when both
sides of the rule come together and neither element
appears elsewhere in the data independently. The
absence of one variable in the rule or too many
appearances of one side of the rule makes it less
important.

A popular technique for finding the correlation or
the significance of the rules is the x2 test. x2 is popu-
lar for finding the correlation of bi-variant data in the
statistics community. A higher value of x2 for the
bi-variant (both ‘if’ statement and ‘then’ statement)
shows a strong relationship and a lower value indi-
cates a weak relationship. The strength of the rela-
tions can be found using the x2 table under the
specific degree of freedom (1 in this case). In the
above-quoted example the x2 value of the first rule
was 11.42 and for the second rule it was only
0.5113, showing a confidence (strength) of more
than 99 per cent in the first case and about 50 per
cent in the second case. These results show that
even though the confidence of the second rule was
very high, when the quality of the rule is checked it
resulted in a very poor rule, which is not significant.

5 RESULTS AND DISCUSSION

In order to include the dimensions, in the frequent
itemsets or knowledge discovery process, that
appear infrequently in the data, a very low support
level was chosen for the original manufacturing
data. Initially 2200 records were selected as training
data sets, with only nine different attributes selected
(chosen as priorities) and each of these had three
sections, except one attribute which had only one
section. This made a total of 25 · 11 unique items
where 11 indicates the number of bands made
between the upper and lower tolerance values of
the dimensions at the different sections. The size of

Table 4 Example data

ID Data

1 1612, 1303, 1507, . . .
2 1703, 1303, 1703, . . .
3 1611, 1303, 1612, . . .
4 1612, 1303, 1507, . . .
5 1408, 1303, 1404, . . .
6 2106, 1303, 1703, . . .
7 1408, 1703, 1504, . . .
8 1603, 1303, 1609, . . .
9 1612, 1303, 1507, . . .

10 1312, 1303, 1803, . . .
11 1713, 1303, 1601, . . .
12 1612, 1404, 1507, . . .
13 1612, 1303, 1507, . . .
14 1401, 2006, 1507, . . .
15 1612, 1303, 1507, . . .
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the most frequent itemset decreases as the support
level increases and vice versa. Therefore in the first
phase of this research, which involved finding the
relationships between different dimensions of the
output product, experiments were carried out run-
ning the association rule algorithm with 20 per cent
support and 80 per cent confidence with each trans-
action having 25 items. The itemsets generated have
a maximum of 10 items and there were 10 561 differ-
ent combinations of frequent itemsets, each having
between 2 and 10 elements. There were in the range
of 20 000 significant rules generated. It would have
been a very difficult task to analyse this many rules
individually, therefore the x2 value of each of the
rules was calculated. The x2 index for degree of free-
dom 1 and 95 per cent confidence in the strength of
the relation of the rule is 3.841. Therefore any rules
with index values less than 3.841 were discarded at
this stage. This left 11 250 rules with a 95 per cent
(or greater) confidence level in the relationship
indicated by the rule.

There were still too many rules to analyse indivi-
dually and therefore effort was initially concentrated
on the rules that indicated one-to-one relationships.
Efforts were then turned to rules that indicated one-
to-two or two-to-one relationships and so on. By this
stage, only 68 rules were found that indicated one-
to-one relationships. One-to-one relationships are
very important in identifying any design constraints
of the product or any kind of manufacturing process
limitation. Further examination of the remaining
68 rules indicated that there were 38 which did not
provide any useful information. For example, within
these 38 relationships were rules indicating that the
‘nominal’ value of one section corresponds to the
‘nominal’ value of another section. This is perfectly
acceptable behaviour and indicates good manufac-
turing control for these dimensions and sections.
However, the remaining 30 one-to-one rules revealed
some very interesting and important facts. For
example, some rules indicated that one particular
‘nominal’ dimension corresponds to another dimen-
sional band being non-nominal. This type of result
requires more attention, and provides valuable feed-
back for the design process, as such rules can help in
redefining design constraints.

The extracted rules were then tested against new
production data to see if the identified relationships
are still valid in the new test data. The test results
indicated that strong rules with high x2 values still
hold in the new data with similar confidence of
x2 index.

It is important to note that such relationships can
indicate two important aspects of manufacturing.
The first is where a design error may exist as the rela-
tionship shows that naturally the two correspondent
dimensions do not have a ‘nominal-to-nominal’

relationship. The other important aspect could be
identification of errors, faults, or limitations in the
manufacturing process. Identification of these types
of problems might need more careful reconsideration
to improve manufacturing practice and strategies in
order to remove any related faults. The remaining
rules were all analysed and similar kinds of interest-
ing design information have been found in them.

6 CONCLUSIONS AND FURTHER WORK

This paper presents a novel approach for the extrac-
tion of product design and manufacturing process
improvement knowledge, using association rule
techniques. Association rule is a data mining tool,
which is commonly used for extracting relationships
between different items or sale products in retail
market areas. These techniques have not previously
been applied and reported in manufacturing enter-
prise domains. The techniques reported here have
been successful in substantial industrial case stu-
dies. This research shows that association rule tech-
niques can be used on historical product data to
extract information about the process limitations
and knowledge of the interrelationships between
particular product dimensions. Such information
can then be fed back to establish design change
requirements and product quality improvement
constraints. The proposed technique is simple to
use and can provide very valuable results.

As this methodology is very flexible and versatile,
association rules could also be used on manufactur-
ing process attribute data to discover relationships
between different manufacturing processes and the
output product dimensions from that process. In
this way the ideal manufacturing process attributes
can be determined for any specific output dimen-
sion and the best possible controlling parameter
sets can therefore be discovered to achieve consis-
tently high precision components or alternatively to
identify production variables which lead to com-
ponents going out of tolerance [29]. For example,
in the case of fan blade manufacture, there are sev-
eral processes involved – including diffusion bond-
ing, superplastic forming, twisting, and machining.
It is known that some dimensional parameters of
the component are more greatly affected by particu-
lar processes than others. To determine the degree of
the relationships, it is necessary to consider the key
parameters for each process and the range of possi-
ble input values that these may take. Actual produc-
tion data therefore need to be available for the key
process parameters, so that they can be combined
with the dimensional data for each blade, when
it has passed through the process. Additional
studies could also be made using CMMs or other
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measurement data from intermediate stages of its
production as well from completed products. To
apply the association rule methods, all dimensional
data should be transformed as described in
sections 3 and 4 of this paper, and in addition, suita-
ble transformations need to be determined to trans-
late the process parameter values into integer
identifiers. If high-quality rules can be generated
from the data (as in the research reported here), it
should then be possible to use the knowledge identi-
fied to determine process constraints, limitations,
and tolerances. The identification of precise knowl-
edge of this type from actual production experi-
ences, would enable resources to be targeted
effectively for process improvements. Further
research is currently being carried out in this area.
The association rule methodology can also be used
on historical operational databases to characterize
process uncertainty and parameter estimation for
better control of the manufacturing system by find-
ing associations between the process variables and
performance measurements [30].

It is also believed that the association rule technol-
ogy described here has potential applications in the
areas of predictive and preventative maintenance,
and research and further case study experiments
have recently started on data from historical calibra-
tion records and maintenance reports. In this way
the technology might be used to determine very pre-
cise preventive maintenance schedules and numer-
ous similar applications.

There are many issues still to be addressed in
respect to the exploitation and reuse of both the
knowledge discovered through data mining and
data mining expertise that is gained through experi-
mentation. Further work to be carried out in this
research programme will be to identify ways to
efficiently store mining information and the result-
ing rules in information and knowledge models so
that they can be shared between different manufac-
turing set-ups across the manufacturing enterprise.
Initial concepts for this research have been dis-
cussed by the current authors in reference [31].
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